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Introduction

Quine is perhaps the most important American philosopher of the XX century and his impact is easily felt in almost every branch of analytic philosophy. He has provided original viewpoints, careful analyses and perhaps solutions to some of the perennial problems of philosophy. You may disagree with Quine but you have to recognize his influence in order to get a good understanding of the present state of the issue, whatever that may be. His recent demise has prompted new publications in his honor, providing with new analysis and assessments of his main contributions. This paper focuses on Quine’s philosophy of logic. Specifically, I want to discuss his distinctive conception of logical truth and logical consequence. The perennial question I selected for this occasion, which Quine addresses in several publications, can be formulated as follows: what is the necessary and sufficient condition for a sentence to be logically true? Similarly, what is the necessary and sufficient condition for a sentence to be logically implied by a set of sentences?

Summary

According to Quine, logic is first-order. For him, the underlying logic of all rational thought is a standard first-order logic without identity, without individual constants and without function constants, a logic which is two-valued, tenseless, extensional, non-modal, non-intuitionistic and one-sorted, a logic which is (in a sense) a proper sublogic of virtually every logic used as an underlying logic in the literature of classical mathematics and science, a logic which merits being called conservative. His conception of the logical properties gives priority to logical truth. Roughly, Quine holds that in order for a sentence to be logically true it is necessary and sufficient for it to be true and to remain true under any uniform lexical substitution of its content-terms. Derivatively, in order for a sentence Φ to be logically implied by a set of sentences Γ it is necessary and sufficient for there to be no single uniform lexical substitution of content-terms that makes every member of Γ true and Φ false. Since, intuitively speaking, the relation of a sentence to its lexical substitutions is a matter of grammar, logical truth and logical implication are thus a matter, as Quine emphasizes, of grammar and truth. My purpose is to discuss Quine’s distinctive view of logical truth.
and logical implication and to analyze the main features and philosophical import of his conception. This paper has five sections. The first fixes the terminology and stresses the fact that Quine takes logical truth to be prior to logical implication. Section two identifies three core features of the Quinean conception; his fixed-universe, fixed-content, non-modal conception is discussed in the light of Tarski’s distinctive contribution to these perennial issues. Section three analyses the grounds for Quine’s view and his claim that his account is co-extensional with the current model-theoretic conception. Two necessary conditions for this alleged adequacy are considered: (a) the first-order language must contain elementary arithmetic, (b) identity must be non-logical. In section four the role that Quine’s “parsimonious” ontology plays in his conception is briefly discussed in historical perspective. Section five concludes with a brief historical survey of the main achievements of Bolzano, Russell, Tarski and Quine on logical truth and consequence.
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1. Preliminaries

In his earlier works, Quine used the word ‘statement’ for the primary bearers of truth-values; he would say that every statement is a declarative sentence. Quine’s use of the word ‘statement’ is comparable to what we would understand as a sentence or string of characters arranged according to grammatical rules, together with a suitable interpretation in a given fixed universe.

Statements are sentences, but not all sentences are statements. Statements comprise just those sentences which are true and those which are false. These two properties of statements, truth and falsity, are called truth values [...]. The sentences ‘What times is it?’ ‘Shut the door’, ‘Oh, that I were young again!’, etc., being neither true nor false, are not counted as statements. Only declarative sentences are statements. But closer examination reveals that by no means all declarative sentences are statements.

(Quine 1941/65: 5)

Quine then goes on to specify that declarative sentences containing indexicals, such as, ‘I am ill’, or ‘It is drafty here’, are neither true nor false. According to Quine, indexicals are ambiguous words and they have to be properly revised in order to make their meaning explicit before we can accept a declarative sentence in which they occur, as a statement.

In his later works, Quine gave up his use of the word ‘statement’ due to the increasing usage at Oxford of this word for the individual events of utterance. Quine explains that in order to avoid a potential ambiguity he adopted the word ‘sentence’ to mean “interpreted sentence”, in abstraction from the individual events or verbal performances of their utterances. Discussing sentences in this last sense involves —according to Quine—a suitable simplification for the purposes of logical studies, for he contends that
—strictly speaking— it is concrete speech acts that are true or false. See Quine (1940/94: 11), Quine (1950/82: 4), Quine (1970/86: 2 and 13-14).

At this point I would like to suggest the existence of a sort of gap in Quine’s views, between his logical theory and his basic philosophy. This feature is exemplified not only in one pair of related concepts, one of which is the formal counterpart in his idealized logical model of the corresponding pre-formal one in his basic philosophy. The first concept replaces the second in saying not what the second is but rather what the second is like. For the present concern, Quine in his basic philosophy considers events of utterance as the bearers of truth and falsity whereas in his idealized model he derivatively takes sentences to be true or false. Even more derivatively, he speaks sometimes of eternal sentences. An eternal sentence is a sentence whose tokens all have the same truth-value. Paradigmatic cases of these are the sentences of arithmetic. Quine also indicates that eternal sentences have that status relatively to the given language in use, whether a formal language of arithmetic or some portion of ordinary English.

In referring to Quine’s discussion I shall predicate truth and falsehood of sentences in the previous sense. Likewise, Quine discusses implication as a relation that holds between sentences or between a [finite] set of sentences and a single sentence. I shall use the expression ‘argument-text’ to refer to a two-part system composed of a [finite or infinite] set of sentences P (the premise-set) and a single sentence c (the conclusion). An argument-text with premise-set P and conclusion c is valid if and only if P implies c; i.e., if and only if c is a logically implied by P. Thus, in the discourse of this paper, validity is predicated of [interpreted] argument-texts.

It is also useful at this starting point not to overlook the fact that Quine takes logical truth to be prior to logical implication. In any finite universe of sentences, logical implication can be defined on the basis of logical truth, and conversely. The choice adopted been of no technical or philosophical significance: P logically implies c if and only if the conditional whose antecedent is the conjunction of the sentences in P and whose consequent is c, is logically true. However, the issue has import when considering infinite universes of sentences (perhaps not even closed under conjunctions and conditionals). Clearly, not every first-order argument-text admits of a suitable

---

1 Perhaps the important issue of meaning in Quine's conception suggests another example of the same sort of gap or tension: formal semantics virtually evaporates in his logic as opposed to his elaborated behaviorist conception of meaning in his basic philosophy. But this is not my present concern.

2 Quine explicitly rejects that it is propositions expressed by sentences in a given interpretation that are true or false and that it is arguments composed of propositions expressed by argument-texts that are valid or invalid.
one-sentence translation in a standard language. Specifically, no argument-text with an infinite premise-set allows such a single sentence translation.  

2. The fixed-universe, fixed-content, non-modal viewpoint of logical truth  

In several places (Quine 1936, 1940/94 and 1954/63), Quine defines logical truth by means of three preliminary notions:  

i) **Vacuous occurrence of an expression**: an expression occurs vacuously in a given statement if its replacement in each of its occurrences by any and every other grammatically suitable expression leaves the truth or falsehood of the statement unchanged.  

ii) **Vacuous variants of a statement**: for any statement containing some expressions vacuously, there is a class of statements, describable as vacuous variants of the given statement. These statements have the same skeleton and truth-value, but being diverse in exhibiting all admissible variations upon the vacuous constituents of the given statement.  

iii) **Essential occurrence of an expression**: an expression occurs essentially in a statement if it occurs in all the vacuous variants of the statement, i.e., if it forms part of the aforementioned skeleton.  

Using those notions, Quine gives his definition of logical truth relative to a previously specified class of logical constants in a given interpreted first-order language:

---

3 Take the universe of natural numbers and consider a language L, whose only logical constants are the conjunction ‘&’, the conditional ‘→’, the universal quantifier ‘∀’ and whose non-logical constants are the numeral ‘0’ for zero, the successor funtor ‘s’ for the successor function and one monadic predicate ‘P’ interpreted on that universe. The infinitely many numerals in this language are ‘0’, ‘s0’, ‘ss0’, and so forth. Consider the argument-text whose conclusion is the universal sentence ‘∀x (Px & ∀yPy)’ and whose premise-set consists in all of the instances ‘Po & ∀yPy’, ‘Pss0 & ∀yPy’, ‘Pss0 & ∀yPy’ and so forth, formed by substituting each of the numerals for ‘x’ and dropping the quantifier. Of course, there is no single sentence translation of this valid argument-text.

4 This is not exactly what Quine does in his 1970/86 book, but it suffices for the present expository purposes. In this latter book, pp. 50-51, Quine endorses what he takes to be the simplest one-step version of his intended definition: “A logical truth [...] is definable as a sentence from which we get only truths when we substitute sentences for its simple sentences”. He also adds that sometimes *this* (my emphasis) definition is given by resorting to the notion of valid logical schema. A schema results from a sentence by substituting its predicates by schematic letters. A logical schema is valid if every sentence obtainable from it by substituting sentences for simple sentence schemata is true. Finally, he defines a logical truth, as a truth obtainable from valid logical schema. Next, in the same paragraph he writes, “This two-step definition of logical truth amounts to the same thing as the one step one [...]” (my emphasis). Despite of its alleged potential usefulness in terms of generality, in a sense, this second two-step definition looks redundant, perhaps even circular, since a valid logical schema can only be obtained from a given logical true sentence in the first place.
The logical truths, then, are those true sentences which involve only logical words essentially. What this means is that any other words, though they may also occur in a logical truth (as witness 'Brutus', 'kill', and 'Caesar' in 'Brutus killed or did not kill Caesar'), can be varied at will without engendering falsity.

(Quine 1954: 357)

The footnote corresponding to the footnote-mark in the previous quotation indicates that Quine was aware at that time, that his definition did not work, "unless the phrase 'can be varied at will' is understood to provide for varying the words not only singly but also two or more at a time". In effect, the sentence 'Two is oblong' or 'four is even' will remain true for any substitution of only one of the two disjuncts, and hence, without provision for varying its two expressions at a time, it will be rendered logically true. 'Two is oblong or four is even' can be turned into a falsehood only by simultaneous substitution of both disjuncts. Although Quine says that this point was made to him in private communication by Myhill, who acknowledges Benson Mates in turn, it also appeared in print in the 1968 detailed article "Logical truth revisited" by Hinman, Kim and Stich.

Quine’s substitutional account involves three fundamental features that should not be overlooked:

1. Fixed-universe: the purported definition only considers the universe of the given interpretation of the language. In this sense, his conception can be called local. No other universe, neither an expansion nor a restriction of the one that is given in the intended interpretation is contemplated. Regarded from our current model-theoretic conception this peculiarity of Quine’s definition may look unsatisfactory, since logically true sentences are independent of the particular universe that the language happens to be interpreted in. In a word, this feature jeopardizes the topic neutrality of logical truth and logical implication.

2. Fixed-content: The interpretation of the language is kept fixed. No changes in the extensions attached to the non-logical terms are allowed in the present characterization. Quine thinks that logical truth is relative to a given language. In his syntactic or intra-linguistic view, changing the language changes the concept of logical truth involved. In this sense, his concept is immanent rather than transcendent (See Quine 1970/86: 19-29). Thus, according to Quine, given two languages, we have two concepts of logical truth having in common that each of their interpretations are kept fixed. Perhaps this seems ahistorical to say the least. Tarski in his seminal 1936 paper on consequence cogently

---

* In order for a natural number to be oblong it is necessary and sufficient for it to be the product of two consecutive numbers.

* I am also indebted here to Josep Maciá for illuminating comments reflecting on Quine’s purported definition.
argued that his semantic or extra-linguistic conception was superior to the syntactic or intra-linguistic conception. In effect, it is at least conceptually possible for there to be a sentence in a given language that does not have a countervariant, or an argument-text that does not have a counterargument-text due to the limited means of expression in that language. Hence, we may contrast the Tarskian no countermodels viewpoint of validity -involving semantic devices such as, sequences, satisfaction and model- with the Quinean no expressible countermodels viewpoint -involving lexical substitutions-, the first being superior to the second in the level of generality obtained. See Corcoran (1983: xi-xii).

3 Non-modal: Quine's substitutional account of logical truth holds that if a given sentence is logically true, then every sentence having the same [grammatical] structure as the given sentence is true, and conversely. This amounts to no countervariant expressible in the language. *Mutatis mutandis*, validity of a first-order argument-text means that every argument-text having the same [grammatical] structure is truth preserving, or materially valid, and conversely. This amounts to no counterargument-text expressible in the language. Briefly stated, truth and consequence are non-modal, or rather de-modalized in Quine's conception. His characterization is made purely in terms of generality in accordance with his well-known avoidance of modal notions. Thus, Quine's conception can be qualified as *reductionist* in the sense that logical truth amounts to truth in the given interpretation under every suitable substitution for the fixed-content terms of the language.

Quine's fixed-universe, fixed-content, non-modal characterization of logical truth and logical implication deserves a more detailed commentary. In the first place, Quine is aware of the above mentioned *locality* feature when he writes

An incidental difference is the variability of U; the old definition [in terms of substitution] supposed a fully interpreted object language with no option left open as to the range of variables.

(Quine 1970/86: 52)

Here lies a potential shortcoming of the Quinean account already indicated in Hinman et al. (1968), Boolos (1975) and Shapiro (2000). If regarded from the standpoint of our current model-theory, the fixed-universe conception inflates or over-generates the class of logical truths. Specifically, if no variation of the universe of the interpretation is allowed, every pure cardinality sentence is logically true if true of the universe of the given interpretation of the language, and it is logically false if false of the universe of the given interpretation. For example, consider the first-order language of
arithmetic interpreted on the universe of natural numbers. The sentence (A) ‘There are at least two numbers’ is logically true, and the sentence (B) ‘There are at most two numbers’ is logically false.

In effect, their canonical translations are:

(A) $\exists x \exists y \neg (x = y)$
(B) $\exists x \exists y \forall z (x = z \lor y = z)$

Notice that each of these sentences only contains expressions occurring essentially. However, according to the non-fixed universe viewpoint of contemporary model-theory neither is (A) logically true since it is false in a universe with just one object, nor is (B) logically false since it is true in a universe of at most two objects. From a historical perspective, it is illustrative to indicate that this very same criticism has also been raised to the Tarskian first viewpoint of validity. In effect, Tarski’s approach in the thirties is developed within the framework of Principia Mathematica, in which the possibility of a larger or a smaller universe of discourse is not considered. This first view contrasts with Tarski’s later set-theoretical non-fixed universe conception developed during the fifties, where changes in the universe of discourse are contemplated. Thus, Tarski’s latest global, or topic neutral account gained a higher level of generality over his previous local account by avoiding dependency on the size of the universe of the given interpretation.

In the second place, by having an immanent or intra-linguistic conception of logical truth and consequence, Quine’s approach fails to take into account the possibility of a larger or a smaller language. In other words, the language under consideration may not have “enough” expressions in it to provide for the required countervariants or counterargument-texts. For example, take the first-order language of arithmetic with addition as its only primitive and no definitions, and consider the argument-text in this language whose only premise and conclusion are respectively, the associative law and the commutative law of addition. In this context Quine’s substitutional account renders the argument-text valid. This shortcoming is explicitly shown when expanding the given language with, for example, the string-theoretic concatenation functor over the universe of two-digit numerals, which of course is associative but not commutative.

Tarski had anticipated and discussed this unfortunate possibility. In order to deal with it in the above example he would have had the symbol for addition replaced by a suitable function variable. Under Tarski’s fixed-universe variable-content conception, validity of the above argument-text would have required that every function that satisfies the associativity condition, also satisfies the commutativity condition, which of course is not the case. Briefly stated, Quine’s fixed-universe, fixed-content account seems to provide with a necessary but not a sufficient condition for a sentence to be logically true or for an argument-text to be valid.
In the third place, Quine's characterization de-modalizes logical truth and consequence. The necessity conception, the impossibility conception and the information containment conception are perhaps the most invoked modal descriptions of our pre-formal understanding of logical properties. However, no modal feature is incorporated into Quine's definitions. Carnap in his autobiography has suggested Tarski and Quine both agree on the reduction of these modal notions to some or another non-modal ones of generality. It is tempting to think that Quine would regard modal notions as mere vestiges of a psychological attitude. Although there are different levels of generality as it was already indicated, generality \textit{prima facie} is something we seem to understand better than modality. However the philosopher misses from Quine's account the explication of the intuition that logical truth is a species of necessary truth or that a logical truth lacks information. The open question is what is special or specific about the generality involved in the modal component of logical truth and consequence. A subsidiary question (but not less important) is in what sense if any, a [extensional] mathematical logic actually incorporates our previous modal intuitions. There are some interesting suggestions in that direction in García-Carpintero (1993) and Shapiro (1998). One way or another, these two articles suggest that our model-theoretic semantics represents or captures some important features related to our pre-formal modal notions of logical truth and consequence. For views granting the modal feature of our preformal conceptions but not detecting it in the Tarskian semantics see Gómez-Torrente (1996) and Sagüillo (1997).

3. The grounds for the Quinean conception

It has been emphasized so far that the concept of logical truth and consequence developed by Quine differs from that of our current model-theoretic semantics. In short, Quine's definition makes logically true sentences dependent both, on the universe chosen, from which the extra-logical terms are interpreted, as well as on the extra-logical means of expression available in the language. It is tempting to explore whether -always within Quine's framework of first-order logic- the present substitutional account can come to terms with the model-theoretic account. Indeed, in his 1970/86 book, Quine claims that both accounts are coextensive as long as two conditions are satisfied:

1. The first-order language considered must contain enough means of expression for elementary arithmetic.
2. The identity sign must belong to the non-logical vocabulary.
The first condition implies that the universe of the interpretation of the language is infinite. In this connection, Shapiro (2000: 339) points out that if the universe of the intended interpretation had been finite, the sentence,

\[ \forall x y z (Rxy \land Ryz \rightarrow Rzx) \land \forall x \exists y Rxy \rightarrow \exists x Rxz \]

would have been logically true in the Quinean sense with ‘R’ interpreted as the less-than relation, whereas in the model-theoretic sense it is false in the universe of natural numbers.

More importantly, the strength required for the language is also related to the -often invoked by Quine- fundamental results of Löwenheim (L) and of Hilbert-Bernays (H-B) for first-order logic. The L-theorem establishes that any set of first-order sentences that comes out true under a given interpretation it also has a true interpretation in the domain of the natural numbers. On the other hand, Quine qualifies the H-B theorem as an improvement on the L-theorem. It shows that for any given consistent set of sentences, its true interpretation in the universe of natural numbers can be expressed in the language of arithmetic. Both theorems, Quine maintains, allow us to bypass interpretations and talk directly of lexical substitution:

However extravagantly the classes may outrun the expressions, this theorem [L-H-B] assures us that when we define validity and consistency it is indifferent whether we talk of all and some interpretations in the sense of classes or in the sense of terms. The theorem assures us that all these extra classes will be indifferent to validity and consistency in this sense: if a schema is fulfilled (or falsified) by some unspecifiable interpretation involving nameless classes, it is also fulfilled (or falsified) by some other interpretation that can be written in the notation of arithmetic.

(Quine 1950/82: 212)

To see that every sentence in a first-order language of arithmetic is logically true in the substitutional sense if and only if it is logically true in the model-theoretic sense we can proceed as follows. The conditional from left to right can be established by contraposition. Suppose that a given sentence $\Phi$ of the language is not a logical truth in the model-theoretic sense. Then $\Phi$ has a countermodel. By the L-theorem $\Phi$ has a countermodel in the universe of natural numbers. By the H-B theorem, the arithmetic predicates involved in this interpretation can be defined in the language. Hence, every non-logically true sentence has a countervariant obtained by suitable substitution of its content-terms by arithmetical ones. The conditional from right to left follows from the [weak] completeness of first-order logic. Any sentence that is logically true in the model-theoretic sense is deducible by means of some standard calculus, which by virtue of its soundness only generates true sentences under all substitutions$^7$.

---

$^7$ See (Quine 1970/86: 53-55). G. Boolos (1975: 52-53) claims to have a counterexample for the alleged adequacy of Quine's definition. Apparently, Boolos shows that there is a satisfiable set of sentences in a sufficiently rich language (in accordance with Quine's requirement) that cannot be turned into a set of truths by uniform substitutions in the given language.
So far we merely have a prima facie “postulation” of the adequacy of Quine’s account. Another necessary condition for its alleged co-extensionality with the model-theoretic conception is the non-logical treatment of identity, witnessed the case of pure cardinality sentences, as indicated in section two above. In his Philosophy of Logic (1970/86), Quine clearly takes identity to be defined in terms of the non-logical terminology of the language. It is fair however, to indicate that there is a sort of ambivalence in his different works regarding the nature of identity. Undoubtedly, in many of them, Quine takes the sign of identity to be logical. For example see (Quine 1946: 70), (Quine 1947: 43), (Quine 1950/82: 4) and (Quine 1991: 244).

According to Quine, identity means —in agreement with his immanent conceivability— indistinguishability within the language. In other words, two things “are” one in case they are not discernible within the limits of expression of the language under consideration. What he does is to smuggle a simulated identity or an equivalence relation by taking as the bases of the definition of identity the [necessarily] finite class of predicates available in the language. Often, Quine uses the following, or a similar “toy” example for the purpose of illustration. Take a language with three primitive predicates, two monadic ‘P’ and ‘Q’ and one dyadic ‘R’. Quine’s identity of x and y can then be defined as

\[ \forall x \forall y \ [ x = y \iff (P x \iff P y) \& (Q x \iff Q y) \& \forall z [(R xz \iff R yz) \& (R xz \iff R zy)] \]

This method by exhaustion of combination of the primitive predicates makes the user of the language to manage something that behaves like identity but that could actually fail to do its intended job when considering two objects not distinguishable within the expressive power of the language. Hodges (1983: 78) stresses the import of Quine’s maneuver with the remark that “It also has the consequence, not mentioned by Quine, that for any two different things there is some language in which they are the same thing.” By contrast, it is worth noticing that real identity is not first-order definable.

---

1 The relevant passages in those works are the following:

“All true statements which (like ‘(x) (x = x)’) contain only logical signs are naturally to be classified as logically true”. (Quine 1947: 43).

“Their characteristic [of logical truths] is that they not only are true but stay true even when we make substitutions upon their component words and phrases as we please, provided merely that the so-called “logical” words ‘=’, ‘or’, ‘not’, ‘if-then’, ‘everyword’, ‘something’, etc., stay undisturbed”. (Quine 1950/82: 4).

“The logical signs are the truth-function signs, the quantifiers, the variables of quantification, and the identity sign”. (Quine 1991: 244).

“[…|] my constructions differ essentially from theirs in presupposing no auxiliary logical machinery beyond the elementary level: truth functions, quantification, and identity”. Quine (1946: 70).

This ambivalence about the status of identity can turn into confusion when reading contemporary surveys of Quine’s logical theory in which identity is said to be logical, together with connectives and quantifiers. See for example, A. Orenstein’s entry dedicated to Quine included in the Routledge Encyclopedia of Philosophy.
In this connection, Quine indicates an "exchange" of logical truths that is thereby obtained, bringing to better terms his inclination to consider identity as part of logic. It so happens that taking the equations of his simulated identity as abbreviations of sentences constructed by exhaustion in the fashion indicated above makes all laws of identity become mere abbreviations of logical truths (in his sense) of pure quantificational theory. (See Quine 1970/86: 64). Simulated identity hence, obtains an analogous or proxy logical status induced by the defining sentences.

A final comment should be added to make his concept of logical truth perhaps plausible, in the case of valid argument-texts with infinite premises. Since these cannot be rewritten as a single sentence, we may be facing another source of inadequacy for the Quinean substitutional account, in this case, by way of restricting or undergenerating the appropriate class of valid argument-texts. The Quinean viewpoint, somehow, "manages" to cover up its stance with a surrogate, due to the compactness theorem of first-order logic. Consider a valid first-order argument-text with an infinite premise-set. Adding the negation of the conclusion to the infinite premise-set gives an inconsistent [infinite] set. By compactness, this inconsistency can be "traced back" so to speak to a finite subset. Hence the validity of the given argument-text, "lies" within a finite fragment of the given argument-text. In other words, due to compactness, all valid first-order argument-texts having an infinite premise-set are redundant, in fact infinitely redundant. It goes without saying it that the so "contained" non-redundant finite argument-text has a corresponding conditional transcription, which of course, is logically true. However reducing an invalid argument-text with infinite premises in a similar manner becomes less sensible. To show that an infinite premise-set does not imply the given conclusion requires showing that all the infinitely many corresponding conditionals have countervariants.

4. The role of Quine's ontology in his conception of logic

Quine never steps beyond the tangible or concrete unless it is unavoidable. He borrowed the expression particularism from N. Goodman to name the nominalist view—held by him at some point of his intellectual life—that rejects propositions and properties and countenances just physical objects.


10 This inclination is based on a delicate balance, where among other conditions, maximal generality as well as the completeness of the first order identity theory is highlighted.

11 In order for an argument to be redundant it is necessary and sufficient for its conclusion to be implied by a proper subset of its premise-set. Likewise, an argument is infinitely redundant if and only if it has an infinite premise-set and its conclusion is implied by a finite subset of its premise-set.
and [mental] sensory events. Later on, his ontology “borrowed furniture” from the Platonic realm since—as Quine emphasizes—“even a soft science requires classes”. In addition, his strict sense of economy allows for no kind of redundancy, whether waste or (perhaps) even useful, as long as it is theoretically dispensable. This parsimonious sense of ontology is invoked in favor of his substituional account over the standard model-theoretic account. Logic, should presuppose no ontology, or at least its ontology should be as modest as possible, the motto says. In this vein, if the context allows it, Quine would even welcome avoiding sets.

The evident philosophical advantage of resting with this substituional definition, and not broaching model theory, is that we save on ontology. Sentences suffice, sentences even of the object language, instead of a universe of sets specifiable and unspecifiable.

(Quine 1950/82: 55)

A related sustained thesis is that second-order logic does not belong to logic but it is rather ‘set theory in disguise’, or even more conspicuously, ‘set theory in sheep’s clothing’. Logic, Quine contends, should be ontology free and second-order logic has a “staggering” ontology. From a historical perspective, it should be noted that the idea of reducing logic to the exclusive limits of truth functions and quantification seems to have had very little history before Quine became a mature thinker. In other words, his radical first-orderism may look ahistorical, and yet, conservative. For example, Corcoran (1980: 192) reports that one of the pre-Gödelian aims of mathematical logic was the characterization up to isomorphism of mathematical structures witnessed in the work of Huntington and Veblen among others. He points out that by the time of Skolem 1920, “it was clear that no uncountable systems (e.g., geometry, the reals, or the complex numbers) could be categorically characterized in first order, and there appears to have been very little interest in first order languages before that”. Mendelson (1997: 381-382) also endorses the view that second-order and higher-order “were the implicitly understood logics of mathematics until the 1920s”. In a similar vein see also Church (1956: 329-332). More to the point, Corcoran (1987) indicates that “in modern times higher-order logics were studied before first-order logic was isolated as a system worthy of study in its own right”. On this score, Mendelson credits Löwenheim (1915), Hilbert in his 1917 unpublished lectures, and Hilbert & Ackermann’s book, whose first German edition dates back to 1928, for the distinction between first-order and second-order languages. The point is that Quine does not contemplate classes under the scope of logic, adopting a viewpoint contrary to the main trends of modern logic—including logicism and the mathematical and the algebraic schools-dating from the second half of the nineteenth century and on into the 1920’s.

In an extensive study of the controversy between first-order and second-order logic, Shapiro (1991) suggests that Skolem and Gödel anticipated first-
orderism, although perhaps in each case, this foretaste was prompted by different motivations. However, he suggests that the first-order turn was never fully justified but merely urged:

As far as I can determine, neither Skolem nor Gödel gave detailed reasons for their insistence on first-order logic. In both cases, the assertions were not merely directives that first-order logic is the most interesting or fruitful area for research; they were claims that higher-order variables do not belong in logic.


Be that as it may, Shapiro (1991: 193) claims that the Skolem-Gödel proposal crystallized as a genuine Kuhnian paradigm: "[...] the vast majority of textbooks in logic written after 1940 hardly mention higher-order terminology". Maybe a more detailed assessment of this affair is forthcoming from the sociology of science quarter, framing perhaps, Quine's advocacy of first-order languages within the rising in those years of a new trend or research program in logic.

Likewise the Quinean conception is nested in his overall epistemology. According to him, the entire conceptual framework of science is postulated in order to facilitate making predictions based on past experience. Thus, not only, let us say, physics or psychology, but also mathematics and logic get involved in this utilitarian postulation. In other words, the scientific web stands or falls by the success or failure of its predictions, but these predictions are implied jointly by the logico-mathematical as well as the non-mathematical sentences in its fabric. At face value, this web metaphor makes logic appear to be at least indirectly supported by experience. In addition to that, it poses a difficulty to reconciling his emphasis in tracing a neat boundary between logic and mathematics, on the one hand, with the overall cooperative model for producing successful predictions on the other. The question arising is why should a sharp border between logic and mathematics be imposed if the web of beliefs works holistically with no sharp border between logic-mathematics and natural science?

On the other hand, taking the pragmatics of science seriously makes even harder to understand Quine's conception of logic so severely constrained. His first-orderism provides at most, a simplified or idealized picture in neat disagreement with mathematical practice in light of the well-known fact that many other fundamental concepts of mathematics—in addition to the already mentioned identity—are not first-order definable, such as mathematical induction, well-ordering, ancestral, etc. It should not go unnoticed, by contrast, that Tarski's celebrated 1936 definition of logical consequence is generally thought to reflect previously accepted practice developed by working mathematicians. Of course, Tarski's definitions in the thirties are correspondingly framed within a higher-order system.
5. Concluding remarks

The model-theoretic conception of logical truth and consequence that is most widely accepted today, and which goes back at least as far as Tarski (1953) diverges substantially from the substitutional conception favored by Quine. Moreover, it also diverges from the account of logical properties provided by Bolzano, Russell and Tarski’s first view in the thirties. To start with the agreements, it should be emphasized at the outset that all these logicians (including Tarski in the thirties but not in the fifties) worked in a logical framework of an interpreted language, having a fixed-universe of discourse. Having said this, Quine is the only first-orderist among them. Implicitly or explicitly, Bolzano, Russell and Tarski worked within a higher-order framework. On this score, it is worth noticing that Bolzano took propositions as the bearers of truth and falsity and his discussion of logical properties involved a non-defined operation of substitution of concepts or ideas within propositions. In a word, his account abstracts from peculiarities of concrete languages. On the contrary, it is well known that Quine would not endorse a discourse committed to propositions like Bolzano’s.

Russell (1903/37 and 1919/93) considered the formal implication viewpoint of validity. Russell’s general idea consists in transforming a given argument-text into a generalized object-language material conditional. In other words, he considers the universal closure of a truth-functional conditional obtained by appropriately substituting variables for content terms, whose antecedent is the conjunction of the premises and whose consequent is the conclusion of the given argument-text. The given argument-text is formally valid if and only if the corresponding universalized conditional is materially, or truth-functionally true. Certainly, Quine would not approved of a similar characterization of his conception, but it is tempting to think of his definition as even with Russell’s in avoiding argument-texts with infinitely many premises but uneven in taking a first-order language instead of a language of types as the object-language. It should be added pace Quine that in this rough description, which for the most part I take to be accurate of his own account, the second order universal quantifier ranges over the available content-terms in the object language, and hence is substitutional, not objectual.

Tarski’s original approach also considers sentences in the sense of this paper and discussed logical consequence between sets of sentences and a single sentence in the framework of Principia Mathematica. The enlargement of the generalization obtained by means of his semantic devices is far superior to any of the preceding definitions. In addition, Tarski also takes into account the fact that in many scientific contexts, logical consequence relates infinite premise-sets with individual sentences. Likewise, Tarski deserves the credit
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For details on the Bolzian account see Corcoran and Galanti (1985) and Simons (1992), chapter two.
for being the first who clearly indicated what terms to vary in order to characterize the “proper” concept of logical truth and consequence, namely, all the non-logical terms. In this sense, he superseded Bolzano, who discussed different logical properties and relations with respect to different classes of varying ideas. Finally, it should also be emphasized that Tarski is the only one of these logicians who has provided with an account of the logical notions; namely, his well-known criterion of invariance under permutations of the universe onto itself. On this score, Quine follows what most logicians do, namely, just presenting the logical terminology of a given language by providing a list.

Perhaps, Quine’s greatness lies precisely in having forced the burden of the proof upon his opponents —those fond of promiscuous ontologies— in the search of a more philosophically loaded conception of logical phenomena. Indeed, a logician of a different orientation could claim that one notorious feature of Quine’s philosophy of logic resides in what it does not say or explain. Indeed, his sharp views about neat boundaries upon logical issues invites us all to a constant self-critical examination of our own standards of objectivity. But for the same reasons, I take his challenges to elicit consideration —under the same self-critical constraints— of the other non-Quinean side of logical matters.
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