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Abstract

The Standard Model of Particle Physics (henceforth, SM) is a very successful theory.
Nevertheless, it fails to explain some important questions present in nature. Therefore, a
new model beyond the SM is needed. This is often known as New Physics, NP. Some of
these alternatives are Supersymmetry (SUSY) and models with extra dimensions. This
thesis represents a comprehensive study of NP searches and its implications, performed
in a threefold manner.

Firstly, a study of NP implications in kaon physics is presented, through the K0
S →

π0µ+µ− sensitivity study at LHCb and phenomenological studies on K0
S → µ+µ−. The

former serves as important input for the SM prediction of the K0
L → π0µ+µ− branching

fraction, that is a relevant channel in models with extra dimensions. Concerning the
latter, it plays a key role in scenarios where flavour violation does not originate from
the CKM matrix, non-minimal Flavour Violating (non-MFV), where it carries informa-
tion complementary to B0

s(d) → µ+µ−. A phenomenological study is shown under the
simplest supersymmetrical extension of the SM, the Minimal Supersymmetric Standard
Model (MSSM).

Secondly, a review of the CP violating phase φs is carried out. This is done via its
measurement in B0

s → J/ψφ at LHCb, accompanied by a phenomenological study of this
and more physics observables. The weak mixing phase φs measures the CP violation
that happens in the interference between mixing and decay. The SM prediction for the
B0
s → J/ψφ channel is very precise, making it a golden mode where to measure this

observable. As for the phenomenological study, several physics observables, such as φs
and the Electric Dipole Moments (EDMs), are computed under the MSSM paradigm.

To finalize, a more general study is done within the minimal Anomaly Mediated Su-
persymmetry Breaking, mAMSB, and the Constrained Minimal Supersymmetric Standard
Model, CMSSM. In these scenarios, the prospects for the detection of dark matter, as well
as for the prediction of the (g−2)µ anomaly and flavour observables are presented, together
with the available parameter space in light of the present experimental constraints.
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Resumen

El Modelo Estándar de la F́ısica de Part́ıculas (SM) es una teoŕıa muy exitosa. Sin
embargo, no explica algunas de las cuestiones más importantes de la naturaleza. Por
lo tanto, se necesita un modelo más allá del SM. Ésto se denomina Nueva F́ısica (NP).
Algunas de estas alternativas son la Supersimetŕıa (SUSY) y modelos con dimensiones
extra. Esta tesis representa un estudio exhaustivo de búsquedas de NP y sus implicaciones,
realizado de una manera triple.

En primer lugar, se presenta un estudio de las implicaciones de NP en la f́ısica de
kaones, a través del estudio de la sensibilidad del LHCb a K0

S → µ+µ− y estudios
fenomenológicos sobre K0

S → µ+µ−. El primero constituye un importante input para
la predicción del SM de la tasa de desintegración de K0

L → π0µ+µ−, un canal relevante en
modelos con dimensiones extra. Respecto al segundo, juega un papel clave en escenarios
en los cuales la violación de sabor no se origina de la matriz CKM, non-minimal Flavour
Violating (non-MFV), donde proporciona información complementaria a B0

s,d → µ+µ−.
Se muestra un estudio fenomenológico realizado dentro de la extensión supersimétrica más
simple del SM, el Modelo Estándar Supersimétrico Minimal (MSSM).

En segundo lugar se lleva a cabo una revisión de la fase de violación CP φs. Ésto se
hace a través de la medida de φs en B0

s → J/ψφ en el LHCb, acompañada por un estudio
fenomenológico de éste y de otros observables f́ısicos. El ángulo débil de mezcla φs mide
la violación CP que sucede en la interferencia entre mezcla y decaimiento. La predicción
del SM para el canal B0

s → J/ψφ es muy precisa, lo que lo convierte en un modo estrella
donde medir este observable. En cuanto al estudio fenomenológico, varios observables,
como φs y los Momentos Dipolares Eléctricos (EDMs), se computan bajo el paradigma
propuesto por el MSSM.

Para finalizar, un estudio más general se realiza dentro del minimal Anomaly Mediated
Supersymmetry Breaking, mAMSB, y el Constrained Minimal Supersymmetric Standard
Model, CMSSM. En estos escenarios se presentan las perspectivas para la detección de ma-
teria oscura, aśı como para la predicción de la anomaĺıa (g−2)µ y de observables de sabor,
junto con el espacio de parámetros disponible en vista de las restricciones experimentales
actuales.
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Resumo

O Modelo Estándar da F́ısica de Part́ıculas (SM) é unha teoŕıa moi exitosa. Porén, non
explica algunhas das cuestións máis importantes da natureza. Polo tanto, neceśıtase un
modelo máis ala do SM. Esto denomı́nase Nova F́ısica (NP). Algunhas destas alternativas
son a Supersimetŕıa (SUSY) e modelos con dimensións extra. Esta tesis representa un
estudo exhaustivo de búsquedas de NP e as súas implicacións, realizado dunha maneira
triple.

En primeiro lugar, preséntase un estudo das implicacións de NP na f́ısica de kaóns, a
través do estudo da sensibilidade do LHCb a K0

S → π0µ+µ− e estudos fenomenolóxicos
sobre K0

S → µ+µ−. O primeiro constitúe un importante input para a predición do SM da
tasa de desintegración de K0

L → π0µ+µ−, unha canle relevante en modelos con dimensións
extra. Con respecto ao segundo, xoga un papel clave en escenarios nos cales a violación
de sabor non ten a súa orixe na matriz CKM, non-minimal Flavour Violating (non-
MFV), onde proporciona información complementaria a B0

s,d → µ+µ−. Móstrase un
estudo fenomenolóxico realizado dentro da extensión supersimétrica máis simple do SM,
o Modelo Estándar Supersimétrico Minimal (MSSM).

En segundo lugar lévase a cabo unha revisión da fase de violación CP φs. Esto
faise a través da medida de φs en B0

s → J/ψφ no LHCb, acompañada por un estudo
fenomenolóxico deste e doutros observables f́ısicos. O ángulo feble de mestura φs mide a
violación CP que ocorre na interferencia entre mestura e decaemento. A predición do SM
para a canle B0

s → J/ψφ é moi precisa, o que a converte nun modo estrela onde medir
este observable. En canto ao estudo fenomenolóxico, varios observables, como φs e os
Momentos Dipolares Eléctricos (EDMs), compútanse baixo o paradigma proposto polo
MSSM.

Para finalizar, un estudo máis xeral reaĺızase dentro do minimal Anomaly Mediated
Supersymmetry Breaking, mAMSB, e o Constrained Minimal Supersymmetric Standard
Model, CMSSM. Nestos escenarios preséntanse as perspectivas para a detección de materia
escura, aśı como para a predición da anomaĺıa (g − 2)µ e de observables de sabor, xunto
co espazo de parámetros dispoñible en vista das restriccións experimentais actuais.
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Chapter 1

Introduction

The Standard Model (hereafter SM) of Particle Physics, mainly formulated in the 1970s,
is a quantum field theory (QFT) that describes the strong and electroweak interactions.
It is represented in Group Theory by [1]:

SU(3)C
⊗

SU(2)T
⊗

U(1)Y , (1.1)

where the strong interaction, described by Quantum Chromodynamics (QCD), is con-
tained in the SU(3)C group (a symmetry group of color, C), and SU(2)T

⊗
U(1)Y , where

T and Y stand for weak isospin and hypercharge respectively, relates to the electroweak
interaction (EW). The SM fermions (described in Section 1.1) consist of three families
with two SU(2)L doublets (QL and LL) and three SU(2)L singlets (UR, DR and ER).
In order to preserve the electroweak gauge invariance (and so, keep the SM renormaliz-
able), the particles predicted by this Lagrangian have to be massless. This leads to the
necessity of a spontaneously breaking of the symmetry into SU(3)C

⊗
U(1)EM . Such

breaking is done by the vacuum expectation value (VEV) of a scalar isospin doublet, with
hypercharge 1/2, called Higgs [2]. More details on this mechanism are given in Section
1.2.

GSM

Higgs(1,2)1/2−−−−−−−−→ SU(3)C
⊗

U(1)EM (1.2)

1.1 Particle Content

The particle content of the SM is categorized as a function of the intrinsic angular mo-
mentum, or spin. Particles with half-integer spin are called fermions, while those with
an integer value for the spin are bosons. The latter ones are the carriers of the different
interactions that enter the SM Lagrangian:

L = Lkin + LHiggs + LY uk, (1.3)

where the first term accounts for the kinetic part of the interaction, and the two others
describe the Higgs mechanism (described in Section 1.2) and its interaction with the
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fermions. Regarding the latter, a further classification can be made depending on whether
they are affected (quarks) or not (leptons) by the strong interaction. If affected, a quantum
number, color, further characterizes the particle. Note that the electroweak interaction
affects all the particles.

To distinguish among the different existing types of particles in the context of the
quark model of hadrons, the quantum number flavour is used. There are three flavour
families of quarks and leptons in the SM, represented in Figure 1.1. Each lepton (electron,
e, muon, µ, tauon, τ) has associated a neutral particle, called the neutrino: νe, νµ, ντ .
Even though they are predicted to be massless within the SM (so that there are not right-
handed neutrinos in the SM and, equivalently, there are not left-handed antineutrinos),
they are known to have mass [3].

The elementary particles of the SM are represented in Figure 1.1. For each of these
particles, there exists another one with the same mass but opposite physical charges.
Those are called antiparticles. Notice that some particles (e.g. the photon) are their own
antiparticle.

Figure 1.1: The SM particle content. Figure taken from Ref. [4].

Quarks form bound states named hadrons that have a quantum number associated
called the baryonic number, B. They can be mesons (B = 1) formed by a quark and
an antiquark or by 4 quarks, or baryons (B = 1). The latter can be composed by three

2



quarks, or 4 quarks and an antiquark (the so-called pentaquarks, recently discovered by
LHCb [5]). Given the spin that results of the sum of the quarks, baryons are fermions
and mesons are bosons.

1.2 Higgs Mechanism

Similarly to what happens in the Ginzburg-Landau theory for superconductivity, the Higgs
mechanism arises from the need of Electroweak Symmetry Breaking (EWSB), together
with the requirement that gauge invariance is preserved in LSM . The Higgs field interacts
with the particles corresponding to the elementary field, including gauge bosons. Result-
ing of this interaction, these particless acquire mass. As for the others, the Higgs field has
associated at least one particle in the SM, the Higgs boson, a scalar particle. Within the
SM, it is not possible to make a prediction of its mass, other than setting loose upper and
lower limits, since it depends on a parameter that needs to be determined experimentally.

The term in the SM Lagrangian that accounts for the self-interaction of the Higgs field
is the following:

LHiggs = µ2φ†φ− λ(φ†φ)2, µ2 < 0, λ > 0, (1.4)

where µ and λ are constants that go with the square and quadratic terms of φ respectively
in the Higgs potential, represented in Figure 1.2, and φ denotes the (complex) Higgs Field
:

φ =

(
φ+

φ0

)
, (1.5)

a scalar isospin doublet with hypercharge +1/2. The initial symmetry of the system is
broken for a non-zero value of this field:

φ =
1√
2

(
0

v

)
, v =

µ√
λ
, (1.6)

leading to a Higgs particle, with mass
√

2λv2, neutral charge and hypercharge 1. It was
discovered in 2012 by two LHC experiments, ATLAS [6] and CMS [7]. Its mass was
measured to be 125.09± 0.24 GeV.

The gauge fields W± and Z acquire mass through their interaction with the Higgs
boson. Thus:

W± =
1√
2

(W (1) ∓W (2)), Z =
1√

g2
I + g2

Y

(gIW
(3) − gYB), (1.7)

where Z and W± are linear combinations of the weak and hypercharge bosons. Then:

mW± =
vgI√

2
,mZ = v

√
g2
I + g2

Y

2
(1.8)

Notice that the relation between both masses is given by the so-called weak-mixing angle,
θW

m±W
mZ

=
gI√

(gI + gY )
= cos θW , (1.9)

3



Figure 1.2: Higgs potential. The dashed-magenta vertical line indicates the two vacuum
states. The black vertical line is located at the origin. The minimum is not at 0, and
therefore the potential has a Vacuum Expectation Value (VEV).

measured experimentally to be θW ∼ 0.50 rad [1].

1.2.1 Coupling to fermions

The Lagrangian term corresponding to the Higgs (H )-fermions (f ) interaction can be
written as follows:

LHf = −λel̄LφeR − λdq̄LφdR − λuq̄Lφ†uR + h.c., (1.10)

where lL, qL, uR, dR, are the corresponding fermion fields, and λe, λd and λu are the
respective coupling constants (Yukawa couplings), different for each fermion. Substituting
in this expression the VEV the fermion masses are found to have the form:

me =
vλe√

2
, mu =

vλu√
2
, md =

vλd√
2

(1.11)

Thus, they are proportional to the Yukawa couplings.

1.2.2 Coupling to photons and gluons

Both gluons and photons are gauge bosons of the strong and electromagnetic interactions,
respectively. They have zero mass and spin 1. For the gluons, given that the color

4



symmetry SU(3) is not modified by the Higgs mechanism, they don’t directly interact
with the Higgs boson. The only way this interaction can happen is via quark loops.
Contrary to what happens with the gluons, the photons can interact directly with the
Higgs field. However, the introduction of the corresponding gauge field, A, doesn’t lead
to a term with a quadratic dependence on φ. Therefore, they don’t acquire mass as a
result of this interaction, mγ = 0.

1.3 CKM Matrix

The Yukawa couplings generate off-diagonal terms that allow for the quarks to mix be-
tween the three generations. Diagonalizing the quark mass matrices, 4 unitary matrices
are obtained, V u,d

L,R, that determine the coupling of the W± bosons to the different quarks.
This diagonalization can be seen as the rotation from one basis (q) to another, hereafter

called mass basis or physical basis, q′. These are related by the aforementioned matrices
[8]:

uiL = V ij
u u
′j
L diL = V ij

d d
′j
L (1.12)

With this, the weak current transforms from ūiLγ
µdiL to ū′iLγ

µ(V †uVd)ij)d
′i
L ≡

ū′iLγ
µVCKMd

′i
L, where VCKM is a non-diagonal, unitary matrix called the Cabibbo-Kobayashi-

Maskawa (CKM) matrix. The most up-to-date measured values of its elements can be
found in [1].

V CKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 (1.13)

This matrix describes the transitions between different quark generations, that allow
for processes in which there is change in the quark flavour. It also allows CP violation,
that will be discussed in the following sections.

1.4 Need for New Physics

Even though the SM has shown to be a very successful theory, it lacks explanation for
several phenomena present in nature.

1.4.1 Inclusion of gravity

The SM fails to include gravity as one of the interactions, as there is no quantum theory
for it. This prevents the unification of forces, discussed in the next subsections. As it will
be seen in the next chapter, within NP models such as Supersymmetry gravity can be
included (supergravity), thus avoiding this problem.
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1.4.2 Matter-antimatter imbalance

In order to have an excess of matter over antimatter in the early universe, a process
known as baryogenesis [9], three requirements have to be fulfilled. These are known as
the Sakharov conditions [10], and include a large CP-violation. The Higgs mass is too
heavy to fulfill such conditions [11].

1.4.3 Dark matter and dark energy

Several experimental evidences, such as the rotational speed of spiral galaxies, gravita-
tional lensing, or observed fluctuations in the Cosmic Microwave Background radiation
(see for example references [12], [13]) have lead to a strong evidence of the existence of
dark matter and dark energy, that take up the vast majority of the Universe composition
and don’t interact with light. The possible baryonic (MACHOs, MAssive Compact Halo
Objects, such as black holes, and RAMBOs, Robust Association of Massive Baryonic Ob-
jects) percentage of dark matter is small. The rest cannot be explained within the SM,
it is non baryonic cold (hot) dark matter, where cold (hot) refers to its non-relativistic
(relativistic) nature. Possible candidates for cold dark matter entail weakly interacting
sub-eV particles (WISPs), such as axions( [14], [15], [16]), primordial back holes [17] and
weakly interacting massive particles (WIMPs). Neutrinos are a possible candidate for hot
dark matter.

1.4.4 Unification of interactions

The behavior of the three coupling constants at the order of TeV, naturalness, (Figure 1.3,
left) suggests the existence of a primary interaction, represented by a higher symmetry
group (e.g. SU(5) or SO(10)). Spontaneous symmetry breaking of this interaction would
lead to the existence of the electromagnetic, weak, and strong interactions at lower energy
scales. Nevertheless, in order for this to happen, there should be a matching of these
coupling constants for such high energies, which is not perfectly achieved in the SM. This
hints at the existence of new symmetries or fields (Figure 1.3, right). Some of these
suggestions will be discussed in the following chapter.

More examples of some of the SM defficiencies are listed below.

• The number of fermion families. As mentioned earlier, the number of fermion fami-
lies is not an observable, but rather an input for the theory. More generations could
in principle be accommodated as part of the SM particle content.

• The gauge hierarchy problem. This is intrinsically related to the mass of the Higgs
boson. Apart from the fact that it is not predicted by the theory, it requires fine-
tuning in order not to diverge, leading to the enlargement of the EW scale. Also,
it is very small compared to the gravity scale, given by the Planck mass: MPl =√
~c/GN = 1.2× 1019 GeV, which is not fully understood.
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Figure 1.3: Running coupling constants as a function of the energy scale, for the SM (left)
and in the context of supersymmetry (right). Figure taken from Ref. [18].

• Neutrino masses. As it was already mentioned before, neutrinos are massless within
the SM model. Nevertheless, experimental observations such as the neutrino oscil-
lations [3] prove this prediction wrong. Thus, a Beyond the SM (BSM) mechanism
to give neutrinos mass is required. There are several proposals for this, such as the
seesaw mechanism or the Majorana theory [19].

• Charge quantisation. The fact that the electron charge and the proton charge are
of the same magnitude but opposite sign has no explanation in the SM.

• Fermion masses and mixing angles. Similarly to what happens with the number of
fermion families, these quantities are not predicted by the SM. Moreover, the mass
of the top quark, much bigger than the other quark masses, is an intriguing fact not
explained by this theory.

• The magnetic dipole moment of the muon, whose experimental measurement [20]
deviates more than 3σ from the SM predictions.

In addition to this, several results provided by the LHCb collaboration on flavour
anomalies and lepton flavour universality studies (see for example references [21], [22])
contribute to the motivation of the search for BSM physics.

Several theories have been proposed to cope with the SM problems, that make this
model look more like an effective low energy theory than a model itself. Among these,
Supersymmetry and Minimal Flavour Violation (MFV) are of special importance and
will be discussed in the following chapters. However, there are other alternatives, some
of which are briefly discussed below.

• Majorana neutrinos: in the SM, neutrinos are supposed to be massless Dirac
particles. However it has been suggested that they are instead its own antipar-
ticle, Majorana neutrinos. Within this theory, they are allowed to acquire mass.

7



Several experiments search for a neutrinoless double beta decay that would prove
this [23], [24].

• Axions: axions are hypothetical particles that compose DM, including the Peccei-
Quinn mechanism [14] to solve the strong CP problem [25]. They would have been
massively produced soon after the Big Bang. The couplings and masses of axions
can cover several orders of magnitudes.

• Two Higgs Doublet Models (THDM): in this scenario, there are two Higgs
fields populating the vacuum instead of one.

〈φa〉0 =

(
0
v1√

2

)
, 〈φb〉0 =

(
0
v2√

2

)
(1.14)

Where v2 and v2 follow the relation:

v ≡ (v2
1 + v2

2)1/2 (1.15)

The ratio between these two VEVs, tan β ≡ v2

v1
is the most important parameter

in this model. It describes the diagonalization of the mass-squared matrices of the
charged scalars and of the pseudoscalars, resulting in 4 fields

φ1 = sin βφb + cos βφa φ2 = − sin βφa + cos βφb

〈φ1〉0 =

(
0

vSM√
2

)
, 〈φ2〉0 =

(
0

0

)
(1.16)

The spontaneous symmetry breaking leads in this case to 5 physical Higgs particles:
two neutral scalars linear combinations of Re(φ0

1) and Re(φ0
1), H0 and h0; a neutral

pseudoscalar, A0 ∝ Im(φ0
2) and two charged scalars H± = φ±2 .

• Models with extra dimensions: models with extra dimensions (apart from the
usual 4 from the observed spacetime) are motivated by the attempts made to unify
electromagnetism and gravity within the Kaluza-Klein theory [26], [27]. There are
several proposals, such as string theory or the Randall-Sundrum model [28], that
gives explanation to hierarchy using 5 dimensions and predicts the existence of the
graviton.

• SM with fourth generation (SM4): one of the simplest extensions of the SM
consists in the addition of a fourth generation of fermions requires the corresponding
neutrino to be heavy, mν4 > MZ/2, to match the current experimental measure-
ments on the number of light ν types, Nν = 2.92± 0.05 [29].

• Little Higgs Models (LHM): in these models, the Higgs is realised as a light
pseudo-Nambu Goldstone boson of a broken global symmetry. They attempt to
solve the gauge hierarchy problem. The minimal version of such models include 4
new heavy vector bosons, (W ′±, Z ′, B′), coupled to SM fermions, mixed with the SM
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W± and Z; light Higgs doublet(s), with possibility of extra light scalar multiplets;
heavy Higgs multiplets, coupled to Higgs/Goldstone pairs, decoupled from fermions,
mixed with light Higgses, and heavy up-type quark(s), t′. An example spectrum for
this scenario can be seen in Figure 1.4. Updated constraints in this model can be
found in [30].

Figure 1.4: Example of mass spectrum for LHM. The new vector bosons, marked in green,
have masses well above the SM ones (marked as red). The same happens for the heavy
up-type quark, t′, and for six heavy scalars, labelled using blue lines, with respect to their
SM counterparts.
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Chapter 2

Supersymmetry

2.1 Introduction

Supersymmetry (henceforth SUSY) is a framework that constitutes one of the main alter-
natives for BSM Physics. Postulated in the 70s as a graded Lie algebra (with conmuta-
tors and anticonmutators), allowed by the Coleman-Mandula theorem [31], it possesses
a unique mathematical nature that allows for the solution of several of the SM caveats
that were discussed in the chapter before. It is being searched for in several experiments,
and not yet discovered. Lower limits are set in the scale of SUSY breaking, the so-called
scale of new physics.

SUSY can be seen as a generalization of space-time symmetries in QFT, establishing
an invariance under the transformations of fermions to bosons, requiring their number
to be the same in nature. Hence, for each boson (fermion) there is a superpartner of
fermionic (bosonic) nature. If SUSY was not broken, the symmetry would be exact and
the masses of the particles would coincide with those of their respective superpartners.
None of the particles known to date fulfills the quality to be a superpartner, which leads
to the conclusion that for Supersymmetry to exist there must be more particles than those
seen so far (the double, in the simplest supersymmetric extension of the SM).

It is useful to introduce the quantum number R-parity, defined as:

R = (−1)3B+L+2S, (2.1)

where B is the baryon number, L the lepton number (both quantities conerved in the SM)
and S the spin. Particles with R = 1 are SM particles, while their superpartners have R
= -1. Models where R-Parity is conserved (hence, B-L invariance) predict the production
of superparticles in pairs, and at least one stable supersymmetric particle, the Lightest
Supersymmetric Particle (LSP), thus providing a good candidate for dark matter. There
are also SUSY models where R-parity is violated (RPV models), allowing the LSP to
decay to SM particles. An example of a RPV model is the bilinear RPV constrained
Minimal Supersymmetrical Standard Model [32].
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2.2 Points addressed by SUSY

As mentioned earlier, the interest in SUSY lies in the coverage of SM most important
flaws. A summary of this is discussed in this section.

• Inclusion of gravity: as explained in Section 1, gravity is not included in the SM.
Nevertheless, given that SUSY algebra is a generalization of Poincaré algebra, it is
invariant under general coordinate transformation if it is local. With this, a theory
including gravity (supergravity) can be obtained from SUSY.

• Gauge hierarchy problem: Supersymmetry (and supersymmetric partners) lead
to the cancellation of quadratic mass terms causing divergences up to the SUSY
breaking scale, MSUSY , given the relation∑

bosons

m2 −
∑

fermions

m2 = M2
SUSY (2.2)

The origin of EWSB can also be explained from radiative electroweak symmetry
breaking within SUSY, also explaining the difference between the scales (MSUSY

and the Higgs mass).

• Unification of interactions: as mentioned earlier, the behavior of the coupling
constants at high energies hints a great unification of forces. This match, while not
perfect in the SM, can be obtained in a supersymmetric scenario. This can be seen
in Figure 1.3, thanks to the change in the parameters of the renormalization group
equations.

• Matter-antimatter imbalance: leptogenesis, a scenario in which there is an
asymmetry between leptons and antileptons in the early universe, can happen in
supersymmetric models, being able to accommodate the total matter-antimatter
imbalance.

• Dark matter and dark energy: as pointed out in Section 1.4.3, most of the origin
of dark matter and dark energy remains unexplained in the SM. Supersymmetry can
provide several candidates for this, provided R-parity is conserved.

2.3 Supersymmetry breaking

Supersymmetry breaking is inferred from experimental observation. Without it, the abun-
dance and mass of partners and superpartners would be equal, as said in Section 1. More-
over, experimental constraints can help reduce the arbitrariness of the space parameters.

All global continuous symmetries can be broken with an extra component of the La-
grangian that breaks the symmetry of the larger part (Heisenberg-Wigner mode), with
spontaneous symmetry breaking and the resulting appearance of Goldstone particles, or
with a combination of these two methods. The Minimal Supersymmetric Standard Model
is an example of the former, and will be discussed in more detail in the following section.
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2.4 Minimal Supersymmetrical Standard Model

(MSSM)

The Minimal Supersymmetrical Standard Model is the simplest supersymmetric extension
of the SM, containing some general features that do not depend on the choice of model.
Among said features is the fact that for each SM partner there is a superpartner (gauginos
for bosons and sfermions for fermions), with a spin difference of 1/2. The particle content
is summarized in Table 2.1.

Table 2.1: Particle content of the MSSM

SM MSSM Spin
gluon (g) gluino g̃ 1/2

Hypercharge & Weak bosons W̃ 0, W̃±, B̃0 1/2

leptons ((ν, l)L, eR) sleptons ((ν̃, l̃)L, ẽR) 0
quarks (q) squarks (q̃) 0

Higgs field Higgsinos (H̃±u , H̃±d , H̃0
u, H̃0

d) 1/2

The MSSM, as any supersymmetric scenario, requires the presence of 2 Higgs bosons
in the SM with hypercharge -1 and 1, compatible with Flavour-Changing-Neutral-Current
(FCNC) constraints, as it fulfills the Glashow-Weinberg/Paschos condition( [33], [34]).
Gauginos have spin zero in order to be matter scalars and not gauge bosons. As for
the sfermions, the only consistent interacting field theory of spin 3/2 has to include
gravity [35], hence they have spin 1/2. This theory, called supergravity, includes the
superpartner of the graviton, known as gravitino. It is also worth mentioning that the
MSSM, like the SM, fails to explain the number of fermion families.

The MSSM has some interesing features, such as the improvement in the unification
of gauge coupling constants at some high energy scale, Λ, still undetermined but known
to be in the order of 2 × 1016 GeV. This unification is kept if SUSY is broken at a scale
MS ≤ O(1TeV). Even if gravity is included, its coupling constant seems to roughly point
to the same value at the same Λ.

The soft-explicit breaking of the MSSM (or the electroweak symmetry breaking itself)
allows for mixing between different sparticles with the same charge and color to happen.
This leads to the existence of charginos (χ̃±1,2) and neutralinos (χ̃0

1,2,3,4), as a combination
of gauginos and higgsinos for the former and neutral gauginos for the latter. Sfermion
mixing can also occur. The mixing patterns and mass values of sparticle mass eigenstates
depend crucially on the manner of supersymmetry breaking.

2.4.1 Dark Matter in the MSSM

As said before, within the SUSY framework there are several candidates to constitute
DM. A common feature they share is their stability. These candidates are:
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• Sneutrino: ruled out in the MSSM because of the current limits on the interaction
cross section of dark matter particles with ordinary matter as measured by direct
detection experiments.

• Lightest neutralino: the LSP for models conserving R-parity. Depending on its
composition it can be of different natures. Said composition comes determined by
a unitary 4x4 mixing matrix that diagonalizes the neutralino mass matrix (Mχ0

1
),

Mdiag

χ0
1

= NTMχ0
1
N , as shown in Eq. 2.3, 2.4.

N11 N12 N13 N14

N21 N22 N23 N24

N31 N32 N33 N34

N41 N42 N43 N44

 (2.3)

χ0
1 = N11B̃ +N12W̃ +N13H̃

0
d +N14H̃

0
u (2.4)

1. Bino-like: when the term N11 dominates the neutralino diagonalization matrix,
N , fulfilled for M1 < µ.

2. Higgsino-like: when the off-diagonal elements in the mixing matrix (N2
13 +N2

14)
dominate, for µ < M1.

3. Wino-like: when the termN12 dominates the neutralino diagonalization matrix,
N , fulfilled for µ,M1,3 < M2.

4. Mixed states of the above.

• Gravitino.

2.4.2 MSSM Lagrangian

The MSSM Lagrangian consists of two parts:

LMSSM = LSUSY + LSOFT, (2.5)

where the first part is just a generalization of the SM Lagrangian, and the second part
contains the supersymmetry breaking mechanism. The corresponding superpotential used
in LSUSY is of the form:

W = εij(y
U
abQ

j
aU

c
bH

i
2 + yDabQ

j
aD

c
bH

i
1 + yLabL

j
aE

c
bH

i
1 + µH i

1H
j
2), (2.6)

where Q, U and D represent the squark superfields, L and E the slepton ones, yU,D,L

are the Yukawa couplings and H1,2 the Higgs superfields. The only qualitative difference
with respect to LSM is the last term, that accounts for the Higgs mixing. Additional
leptonic or baryonic number violating terms can be added to this superpotential in RPV
models.
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Because of gauge invariance, supersymmetry breaking in the MSSM cannot happen
spontaneously. Thus, an explicit term accounting for this breaking appears in the La-
grangian, LSOFT, where soft refers to the dimension 2 and 3 of the operators. This
breaking is the responsible for the SM particles not to be degenerate with their respective
superpartners, as mentioned earlier, having these larger masses. Nonetheless this SUSY
breaking, some properties from it remain.

A possible alternative to the soft-explicit supersymmetry breaking explained before
consists in spontaneous symmetry breaking for a given scale, Λs, with a sector of fields
that belong to a hidden sector which communicates with the observable sector with the
exchange of fields known as messengers, as represented schematically in Figure 2.1. This
type of supersymmetry has been extensively searched for in several experiments, with
negative results so far.

Figure 2.1: Schematic view of the hidden sector.

The MSSM has 124 free parameters, namely:

• 18 SM parameters

• 1 Higgs sector parameter, analogue to the SM Higgs mass

• 5 real and 3 CP violating phases in the gaugino/higgsino sector

• 21 squark and slepton masses

• 36 real mixing angles for squark and slepton mass eigenstates

• real mixing angles for squark and slepton mass eigenstates

The complex phases are usually considered small. Some experiments are capable
of measuring some of these parameters individually. Nevertheless, in general this large
amount of degrees of freedom spoils the predictive power of the model. In order to
reduce it, mass universality is imposed to some particular cases that will be discussed
further in this section. This implies that all spin 0 (1/2) sparticle masses are equal
to a universal value m0 (m1/2). Another way of reducing the number of parameters is
specifying the mechanism that breaks the symmetry, either with gauge fields (Gauge
Mediated Supersymmetry Breaking, GMSB) or as a consequence of a dominating super-
Weyl anomaly (Anomaly Mediated Supersymmetry Breaking, AMSB). Some of these
models will be explained in more detail later.
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2.4.3 CMSSM

The constrained MSSM (hereafter CMSSM) is one of the most popular subversions of
the MSSM. In this model, the concept of mass universality introduced earlier is imposed,
meaning that for a given GUT scale Λ ∼ 2× 1016GeV:

• All scalar masses are set to a universal scalar mass, m0:

M2
l̃
(Λ) = M2

q̃ (Λ) ≡ m2
0I3 (2.7)

M2
ũ(Λ) = M2

ẽ (Λ) = M2
d̃
(Λ) ≡ m2

0I3 (2.8)

m2
Hu = m2

Hd
= m2

0, (2.9)

where I3 represents the 3x3 identity matrix

• All gaugino masses are set to have the same mass, m1/2:

mB̃(Λ) = mW̃ (Λ) = mg̃(Λ) ≡ m1/2 (2.10)

• The trilinear couplings are set to a single value, A0:

Aũ(Λ) = Aẽ(Λ) = Ad̃(Λ) ≡ A0I3. (2.11)

These requirements lead to the following relation between the gaugino masses at the TeV
scale:

M1 =
αs
α

sin θW
2M2 =

3

5
cos θW

2M1, (2.12)

which translates into the ratios:

M1 : M2 : M3 ≈ 1 : 2 : 6. (2.13)

With these conditions, the CMSSM ends up with a set of 5 free parameters: (m0,
m1/2, A0, tan β = v1

v2
, sign(µ)). The last one refers to the sign of the Higgs self-coupling

in the superpotential, while tan β = vu
vd

is the ratio of the VEVs from the Higgs doublet.
Since gaugino masses run in the same way as the gauge couplings, within the CMSSM
the LSP is generally the lightest neutralino. The status of CMSSM in light of current
experimental constraints will be reviewed in chapter 7.

A more restrictive version of CMSSM exists, mSUGRA, where supersymmetry break-
ing is gravity-mediated. Within this model, the gravitino mass is equal to the scalar
mass, m3/2 = m0, thus adding a new constraint on the parameters. On the contrary,
there are models with more relaxed conditions. An example of these is when the univer-
sality condition on the Higgs masses is not applied, hence having Non Universal Higgs
Masses (NUHM1 and NUHM2 [36]). This adds two extra free parameters, MA, the mass
of the CP-odd neutral higgs, A0, and µ, the Higgs self-coupling.
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2.4.4 AMSB

In the Anomaly Mediated SUSY Breaking (AMSB), the supersymmetry breaking occurs
mainly via a loop-induced super-Weyl anomaly. In some scenarios, such breaking is
assumed to take place in a different brane (a 5D volume with one dimension much smaller
than the other 4) with respect to the observable sector, within the context of Extra
Dimensions. The anomaly-mediated SUSY breaking parameters are RG-invariant, being
the corresponding masses given as functions of the gauge and Yukawa coupling constants.
This helps avoiding a SUSY flavor problem.

To generate the weak scale masses of the sparticles, the gravitino mass, m3/2 must be
fairly heavy (of the order of tens of TeV). Thus, it is not affected by Big-Bang nucleosyn-
thesis bounds. The gaugino masses M1,2,3 are suppressed by loop factors relative to this
gravitino mass, and the wino-like states are lighter than the bino-like ones. The following
approximate ratios hold:

|M1| : |M2| : |M3| ≈ 2.8 : 1 : 7.1 (2.14)

Within this model, the soft supersymmetry breaking terms can be computed from the
gravitino mass, and the soft terms are real and both flavor and renormalization group
invariant. Despite its many advantages, AMSB has a strong drawback: renormalization
leads to negative squared masses for sleptons. There are several proposals to cope with
this, like the minimal AMSB (mAMSB), that will be discussed further.

2.4.4.1 mAMSB

In mAMSB, with the purpose of avoiding tachyonic sleptons in AMSB models, a constant
contribution (m2

0) is added to all squared scalar masses at the grand unified theory (GUT)
scale, ΛGUT ∼ 216GeV. This addition can be mostly related to the presence of extra
field(s) in the bulk [37], and destroys the aforementioned RG invariance, desirable in
order to fulfill the FCNC constraint. Nevertheless some characteristics are inherited.

Both the µ term and the term to match soft bilinear Higgs coupling, Bµ, are parameters
of this model too. Given that they determine the Higgs potential:

GF = [2
√

2(v2
2 + v1

1)]−1 ' 1.7× 10−5GeV−2 (2.15)

The minimization of Eq. 2.15 leads to the determination of such paramaters as a function
of tan β. Hence, the mAMSB model has three continuous free parameters, (m0, m3/2,
tan β). In addition, the sign of the Higgsino mixing parameter, µ, is also free. The
trilinear soft SUSY-breaking mass terms, like the gaugino masses, are determined by
anomalies, therefore they are proportional to the gravitino mass.

This model has some interesting features, such as:

• The left and right sleptons are nearly degenerate (ml̃R
≈ ml̃L

), being stau the
lightest slepton. As a consequence, the third and second generation L-R mixing
angles become significantly larger, reaching the maximal limit at large tan β.
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• The lightest chargino and neutralino are also almost degenerate (mχ̃±1
≈ mχ̃0

1
). This

induces to a relatively long-lived χ̃±1 , that decays to a soft charged pion.

• Sfermion masses increase lineraly with m0, but also depend on the precise value of
m3/2.

• The mass hierarchy between sleptons and gauginos depends on the input parameters.

• The squark masses are typically very heavy, as they grow with g4
3m

2
3/2.

• The stop masses are relatively high, because of the Higgs mass and the relatively
low values of the trilinear couplings.

• The LSP (lightest neutralino) can be wino-, Higgsino-like or mixed.

The most up-to-date likelihood analysis of this model in light of current constraints
can be found in [38], and will be discussed in detail in Chapter 7.

2.4.5 Renormalization Group equations

The renormalization grop equations (RGE) are applied within the MSSM to describe
the evolution of gauge couplings, superpotential parameters and soft terms from a given
input scale up to near the electroweak scale. The method used in the SM (dimensional
regularization, DREG) cannot be used within SUSY, as it introduces a spurious violation
of this symmetry. The most common method for it is the dimensional reduction, DRED,
with modified minimal subtraction (DR), as opposed to DREG with modified minimal
subtraction (MS). Figure 2.2 compares the RG evolution of the coupling constants both
in the SM and in the MSSM [39]. As it can be seen, a better match at the electroweak
scale is achieved within the MSSM, as discussed in Section 1.

The RGE are derived using what is known as the supersymmetryc non-renormalization
theorem, that implies that the logarithmically divergent contribution to a particular pro-
cess can always be written in terms of wave-function renormalizations [39]. One conse-
quence derived from this is that for a given value of µ at tree-level, RG corrections to
it will be proportional to the parameter itself and some combinations of dimensionless
couplings, thus avoiding very large radiative corrections that could greatly enhance µ.

Within this framework, it is asumed that gauge couplings unify at a given scale, Λ.
Hence, gaugino masses are considered to be unified near that scale as well (which come
naturally in GUT models):

M1

g2
1

=
M2

g2
2

=
M3

g2
3

=
m1/2

g2
Λ

(2.16)

where gΛ is the unified gauge coupling at Λ, and m1/2 the unification value for the
gaugino masses.

Some more consequences of the RGE are listed below.
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Figure 2.2: Two-loop renormalization group evolution of the inverse gauge couplings
α−1
a (Q) in the SM (dashed lines) and the MSSM (solid lines). In the MSSM case, the

sparticle masses are treated as a common threshold varied between 750 GeV (blue line)
and 2.5 TeV (red line), and α3(mZ) is varied between 0.117 and 0.120, respectively. Figure
taken from Ref. [39].

1. Because they are not protected by the supersymmetric non-renormalization theo-
rem, the soft parameters that describe the Yukawa couplings do not vanish at the
electroweak scale, even if they are zero at the input scale.

2. The scalar squared masses will be almost diagonal, with the second family squarks
and sleptons very nearly degenerate. The third-family squarks and sleptons will get
normalized differently.

3. The scalar squared-mass parameters grow as they are RG-evolved, due to the gaug-
ino masses effect on the RGE. Therefore, large masses can be obtained at the elec-
troweak scale even if these are small or even zero at the weak scale.

4. Because of the contributions they receive from the RGE, the Higgs squared masses
generally decrease at the electroweak scale with respect to the input scale. This can
lead to a negative value of m2

Hu
, with the consequence of a non-zero Higgs VEV.

This effect increases as the top Yukawa coupling does.

5. If the gaugino mass parameters M1, M2 and M3 have non-zero values for a given
input scale, all the soft terms will be generated via RGE. Otherwise, gauginos
would be extremely light, causing the model to be inviable due to experimental
measurements.

18



2.5 RPV Models

R-parity (or matter parity) conservation can be justified in terms of a grand unified theory
or as a consequence of a residual symmetry of a superstring vacuum. However, it is not
necessarily the existing scenario. Additional terms can be added to the superpotential in
Eq. 2.6 that violate baryon number (B) or lepton number (L), namely:

W∆L=1 =
1

2
λijkLiLjek + λ′ijkLiQjdk + µ′iLiHu (2.17)

W∆B=1 =
1

2
λ′′ijkuidjdk, (2.18)

where i = 1, 2, 3, depending on the fermionic family. Terms in Eq. 2.17 (2.18) violate
lepton (baryon) number by one unit. If both terms accompanying λ′ and λ′′ were to exist
(without suppression), proton decays to final products such as e+π0 would be feasible.
Nevertheless, the lifetime for the proton is known to be > 1034 years [40]. This, together
with more experimental evidence , leads to the conclusion that one of these couplings
must be zero or very small, being RPV models either B-violating or L-violating, with
experimental upper bounds existing for both couplings.

One example of such type of RPV model is a scenario where R-parity is replaced by
a baryon triality, ZB

3 ,s defined as

ZB
3 = exp{2πi[B − 2Y ]/3}, (2.19)

where Y is the hypercharge. The corresponding symmetry establishes that the product
of the baryon trialities of the particles in any term in the superpotential must be 1. With
this, proton decay and neutron-antineutron oscillation are forbidden processes, as they
would violate triality. This symmetry does allow the LSP to decay.

Another alternative is the spontaneous R-parity symmetry breaking by particles, like
sneutrinos in the context of MSSM( [41, 42]). Strong experimental bounds exist on this.
Either way, RPV scenarios greatly change the SUSY signatures in colliders, allowing
processes like single sfermion production or exchange of sfermions to happen.

2.5.1 Consequences of RPV

Numerous consequences can be derived in the different possible RPV models. Some of
them are briefly addressed below.

1. Within some of these models, there can be leptogenesis (asymmetry between lep-
tons and antileptons in the early Universe), that would lead to the current matter-
antimatter asymmetry discussed in Section 1.

2. The LSP can have color/charge, while fulfilling current constraints, and no longer
needs to be stable.
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3. Some RPV models include a seesaw mechanism that provides neutrinos with mass,
while including sterile neutrinos [43].

4. A possible candidate for DM is the heavy gravitino, superpartner of the graviton.
Even though it is unstable, its decay is heavily suppressed by the gravitational
coupling, resulting in a lifetime bigger than the age of the Universe.

2.6 Experimental searches

Many experimental efforts have been done in the search for supersymmetry, both via direct
searches of supersymmetric particles and by looking for indirect effects. A summary can
be found in [44, 45], where bounds on the masses are set for different models, with data
from ATLAS and CMS experiments, described in chapter 4. These put strong restrictions
on the ability of SUSY or the MSSM to deal with the gauge hierarchy problem (what is
known in the MSSM as little hierarchy problem).

With these experimental constraints, together with other experimental measurements,
such as DM direct detection, results global fits can be made for different SUSY models.
A specific case will be discussed in chapter 7. More of these fits can be found in Refer-
ences [46], [47–52].
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Chapter 3

Low E observables in SUSY

3.1 Minimal Flavour Violation

3.1.1 Motivation for Minimal Flavour Violation

The success of the SM in predicting flavour and CP violation effects leads to thinking
that NP has to follow its pattern. Otherwise, experimental evidence of additional flavour
violating structures should have appeared by now. Additionally, the hierarchy problem
suggests Λ < TeV, while in the case in which flavour violation is generated generically in
SUSY, Λ ∼ O(TeV) [53]. An effective field theory (henceforth, EFT) becomes necessary in
order to address the favour problem in SUSY, where the flavour violation predictions can
largely exceed the experimental constraints and are a priori unrelated to the SM sources
[54]. Minimal Flavour Violation (hereafter MFV) requires all flavour and CP-violating
interactions to be governed by the known structure of the SM Yukawa couplings [55]
in the low-energy regime. Hence, in any SM extension the amount of FCNC and CP
violating process should be ruled by these. As for supersymmetry, MFV holds under
the assumption of mass universality, and if the trilinear soft terms are proportional to
the Yukawa couplings at the GUT scale. This MFV can be seen as the remnant of an
underlying favor symmetry at the Λ scale [53].

3.1.2 MFV EFT

Minimal Flavour Violation (hereafter MFV) is constructed as a low-energy EFT [55],
within which the SM is contained. Its main feature is that the only source of SU(3)5

flavour symmetry breaking are the background values of fields transforming under the
flavour group like the ordinary Yukawa couplings [55]. In he SM, the U(3)5 flavour sym-
metry is the largest group of unitary field transformations that commutes with the gauge
group. This can be decomposted [55] as: U(3)5 = [SU(3)

⊗
U(1)]5. In the absence of

Yukawa couplings, the SM presents an enhanced global symmetry [53,54], that commutes
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with U(3)5:

GF = [SU(5)
⊗

U(1)]5 ≡
⊗

F=Q,U,D,L,E

[SU(3)
⊗

U(1)]F (3.1)

Notice that the baryon, lepton and hypercharge numbers are not modified by Yukawa
interactions. The U(3)5 = [SU(3)

⊗
U(1)]5 group is broken by Yukawa interactions.

Flavour invariance is recovered introducing dimensionless auxiliary fields, YU , YD and YE
transforming under SU(3)3

q

⊗
SU(3)3

l promoting to spurion fields in order for flavour vio-
lation to appear [54], thus leading to the Yukawa interaction terms of the SM Lagrangian
as discussed in Section 1, consistent with flavour symmetry. These terms can be rotated
such that:

Yd = Ŷd, Ye = Ŷe, Yu = V †Ŷu (3.2)

denoting Ŷ diagonal matrices, and V being the CKM matrix. The notation in Refer-
ence [55] is followed.

In MFV all higher-dimensional operators are constructed from SM and Y fields, and
are invariant under CP and the flavour group GF . Therefore, they can be rewritten
in terms of the SM Yukawa couplings [54]. Given that the top Yukawa coupling is
considerably large with respect to the others, the only relevant non-diagonal structure in
the low tan β regime is obtained contracting two Yu, hence having:

(λFC)ij =

{(
YuY

†
u

)
ij
≈ λ2

tV
∗

3iV3j i 6= h,

0 i = j
(3.3)

where λt = (Ŷu)33 and subleading effects on the right hand side of Equation 3.3 are
suppressed by powers of mc/mt [54] as the effective coupling ruling all FCNC processes
with external down-type quarks. Such processes are governed by ∆F = 2 and ∆F = 1
(Higgs field, gauge fields and four-fermion) operators. Further details on this operators
can be found in Reference [55].

3.1.3 MFV SUSY

Consider the MSSM (where R-parity is conserved) as a low-energy EFT. Differently to
what happens in other non-supersymmetric MFV scenarios, there are renormalizable
terms with non-trivial flavour structure, besides the ordinary Yukawa couplings. Within
MFV, the off-diagonal entries in the soft terms (the genuinely new sources of flavour
violation in the MSSM) are CKM-like [54].

According to MFV, the squark masses and trilinear couplings can be written as fol-
lows [55]:

m̃2
QL

= m̃2(a1I + b1YuY
†
u + b2YdY

†
d + b3YdY

†
d YuY

†
u + b4YuY

†
uYdY

†
d ) (3.4)

m̃2
UR

= m̃2(a2I + b5YuY
†
u ) (3.5)

m̃2
DR

= m̃2(a3I + b6YdY
†
d ) (3.6)
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Au = A(a4I + b7YdY
†
d )Yu (3.7)

Ad = A(a5I + b8YuY
†
u )Yd, (3.8)

where m̃ and A set the mass scale of the soft terms, ai and bi are numerical coefficients
and I is the 3x3 identity matrix. Quadratic terms of the first two families of Yukawas
have been neglected. In the limit of low tan β the terms quadratic in Yd can be dropped
too. Under the assumption of mass universality and proportionality of trilinear terms,
the bi coefficients are zero at the GUT scale Λ and generated via RGE.

The squark mass matrices after the electroweak breaking and using the soft terms, 3.7
and 3.8 have the form [55]:

M̃2
U =

(
m̃2
QL

+ YuY
†
u v

2
u + (1/2− 2/3 sin θW

2)M2
Z cos 2β (Au − µYu cot β)vu

(Au − µYu cot β)†vu m̃2
UR

+ Y †uYuv
2
u + 2/3 sin θW

2M2
Z cos 2β

)
,

(3.9)

M̃2
D =

(
m̃2
QL

+ YdY
†
d v

2
d + (1/2− 1/3 sin θW

2)M2
Z cos 2β (Ad − µYd tan β)vd

(Ad − µYd tan β)†vd m̃2
DR

+ Y †d Ydv
2
d − 1/3 sin θW

2M2
Z cos 2β

)
(3.10)

From Eqs. 3.9 and 3.10 follows that the physical squark masses are not degenerate
under the MFV assumption, but the mass splitting is severely constrained. The mass
matrices in Eqs. 3.10 and 3.9 are then diagonalized using the expansions in Eqs. 3.4 -
3.8. Analogously to the SM case, it is possible to change to a super-CKM basis, where:

m̂u =
vd√

2
Ŷu, m̂d = − vu√

2
Ŷd. (3.11)

Notice that in this basis the Yukawa matrices are diagonal, but the trilinear coplings
and the mass-matrices are still non-diagonal. Unitary matrices ZU and ZD are needed in
order to change to a mass eigenstate basis. In the MFV scenario the off-diagonal entries
of this matrices are not zero, but CKM-like [54].

3.1.4 MFV R-parity

MFV can be used instead of the R-parity conservation assumption [56]. Under this
scenario the baryon number can be violated, while the lepton number violation is strongly
suppressed and only possible with massive neutrinos. This is strongly discouraged by the
proton lifetime, and bounds from n− n̄ oscillation and dinucleon decay. In some specific
models, extra suppression from the neutrino sector can help further alleviate this bounds.
Under these models R-parity is obtained like an approximate symmetry as a side effect.
The LSP decays fast and is not necessarily neutral. It can be a stop or sbottom (decaying
to 2 bodies), a neutralino or chargino (decaying to 3 bodies) or a slepton (with the
subsequent 4 body decay). A possible DM candidate is the gravitino.
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3.1.5 MFV Characteristics

Given that the top Yukawa coupling is much larger than the others, in MFV all flavour-
changing effective operators are proportional to the same non-diagonal structure. This
greatly affects the predictability of this model, as will be discussed in Section 3.1.7. Within
this approach, the squark masses in the physical eigenbasis are not degenerate, but the
induced flavour violation is described in terms of the usual CKM parameters [55].

Strong assumptions need to be made in order to maintain MFV within different SUSY
scenarios, such as supergravity. Other models with different susy-breaking mechanism
(such as AMSB) can alleviate these conundrum [55]. As will be discussed in Section 3.1.8,
the Universal Unitarity Triangle does not necessarily hold within the MFV scenario.

Within MFV, both the gaugino masses M1,2 and the Higgs mixing parameter µ are
real. Otherwise, given that they appear in the neutralino and chargino mixing matrices,
they would induce new sources of CP violation, thus violating MFV. An alternative
approach [57] consists in assuming the soft SUSY breaking sector to be CP conserving
only in the limit of flavour blindness, while allowing CP violation to happen by the MFV-
compatible terms. In this scenario, µ and the gaugino masses are real at low energies and
the trilinear coupings (the only sources of CP-violation) are strongly hierarchical, being
the Electric Dipole Moments (EDMs) the most important experimental constraints [53].
Nevertheless, in the case in which this ansatz holds not at the low scale, but at the GUT
scale (determined by Λ), complex parameters can be generated via RGE [53], [57].

3.1.6 CMFV

The constrained MFV (cMFV) is a phenomenological definition of MFV, that uses the
CKM matrix (instead of the Yukawa couplings) as the only source of flavour violation
and retricts the set of relevant operators in the low-energy effective Hamiltonian to the
SM ones [54] (Q1). Contrarily to the more general definition of MFV proposed in [55],
it is not model-independent. In the limit in which bi → 0 in Equations 3.4-3.8, the cMFV
is recovered from the general MFV. Nevertheless, it is worth mentioning that not all the
scenarios are Q1-dominated, as it is assumed in cMFV. Indeed, in the limit of low tan β
it is not always the case [54].

3.1.7 MFV Experimental bounds

Generic flavour-violating interactions at Λ ' TeV are experimentally excluded. Within
a MFV scenario, it is possible to relate various FCNC processes, such as rare B and
K decays. Furthermore, CP-violation in the Bs system provides an excellent probe for
non-CKM sources of flavour and CP-violation [54]. Besides, this constraint in the soft
sector helps further reduce the number of parameters of the MSSM, thus improving its
predictivity.

Experimental bounds to the generic MFV approach come mainly from:

• ∆F = 2 processes that help further improve the precision for CKM matrix elements.
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• The inclusive rare decay B → Xsγ to constraint the scale of the FCNC operators.

• Rare FCNC decays with a lepton in the final state, e.g. KL(B)→ l+l−, K+ → π+νν̄,
that provide constraints on several Wilson coefficients.

• Non-leptonic decays, provided electroweak contributions can be properly disentan-
gled from the dominant effects coming from tree-level and gluon-penguin amplitudes.

3.1.8 Unitarity Triangle

The universal unitarity triangle [58] (henceforth, UUT) represented in Figure 3.1 is con-
structed using the CKM phases within the Wolfenstein parametrization [29]. It is char-
acterized by not having any new operators beyond those present in the SM, hence only
valid for cMFV models (see Section 3.1.6). Depending on the mass regime and the value
of tan β, variations up to the percent level can be found in a general MFV scenario [54].
In this triangle, no phases are beyond the CKM phase, hence they are not polluted by
new physics contributions (since the quantities only depend on the CKM parameters).
An advantage of the universal triangle is that it allows to separate the determination of
the CKM parameters from the determination of new parameters present in the extensions
of the SM. As an example, new phases could affect α, β and γ.

Figure 3.1: Unitarity Triangle, using the Wolfenstein parametrization [59]. Figure taken
from Ref. [60].

Experimental measurements help determine the different values for the elements that
define the triangle in Figure 3.1. Some of these measurements are (∆M)d/(∆M)s (for
Rt), sin 2β, B0

d → J/ψK0
S (for β) and tree-level decays (for γ). As said before, NP

contributions can affect these values, thus hinting at the existence of BSM Physics.
In order for this triangle to be universal to any SM extension, the requirement that

new operators do not exist has to be fulfilled. Also, FCNC transitions should be ruled
by the CKM eements. Hence, only the values of the functions describing top-mediated
contributions to box and penguin diagrams can be modified by this new physics [58].
Under these conditions, the CKM matrix can be determined without further assumption
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on the unknown BSM parameters, with the possibility of disentangling SM contributions
from NP ones, looking for inconsistencies in the universal triangle or disagreements of the
data with respect to the predictions made based on the UUT. As an extra feature, these
parameters are not affected by hadronic uncertainties [58].

The most up-to-date determination of the elements of the UUT are shown in Figure
3.2.

Figure 3.2: Experimental constraints on the UUT, using the Wolfenstein parametrization.
Figure taken from Ref. [61].
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3.2 Non Minimal Flavour Violation

The reachability of direct searches and searches in the quark flavour sector is strongly
dependent on the NP scale, Λ. If this Λ is of the order of few TeV, or even greater,
the only possibility to see it would be via indirect searches in quark flavour physics,
provided there are new sources of Flavour Violation. Such new sources would not originate
from the CKM matrix. Therefore, this scenario is called non-Minimal Flavour Violation
(hereafter, non-MFV). They can be either slightly misaligned with respect to the MFV
case (discussed in detail in the subsections above), or have an anarchic structure. The
effects would be bigger for the latter. Within non-MFV , the soft mass and trilinear
parameters of the SUSY-breaking Lagrangian are non-diagonal in flavour space. Generic
SUSY models do not possess any symmetry preventing large off-diagonal elements in
soft-SUSY parameters [62]. It should be noted that the supersymmetrization itself does
not introduce any new flavor structures [63]. Thus, flavour breaking is related to more
fundamental scales, differently to what happens in other theories (e.g., technicolor [64]).

3.2.1 Mass Insertion Approximation

In non-MFV, the squarks and sleptons mass matrices are not diagonal. The off-diagonal
terms are often parametrized using the Mass Insertion Approximation, MIA. Such param-
eters (MI) that describe the matrix elements, labelled with δ, are assumed to be small.
Different experimental signatures, as well as vacuum stability, constrain their values. The
situation where all MI vanish would correspond to the MFV paradigm. For a given squark
6x6 mass matrix, M2

Q̃
in the super-CKM basis, the simplest MIA follows the expression:

δQ̃ =
(M2

Q̃
)ij

m̃2
, i 6= j (3.12)

Assuming one average squark mass, m̃ per matrix. Different conventions in this regard
can be considered, and will be discussed in the following chapters. The same is true for
sleptons.

Note that, in principle, flavour non diagonal terms would induce FCNC, in contradic-
tion with experimental results [29]. To avoid this problem, flavour blindness is proposed
in models like gauge-mediated SUSY breaking, in which the sfermion-mass matrice are
flavour diagonal in the same basis as the quark matrices at the SUSY-breaking scale [65].
Nevertheless, because of RGE an amount of flavour mixing is foreseen.

3.2.2 Experimental signatures

As discussed before, precise measurements of low-energy observables can probe funda-
mental scales, icluding those beyond the “energy frontier” [63]. Furthermore, channels
that impose bounds on mass insertions can shed light on the nature of SUSY.

Examples of such observables that have special interest in a non-MFV scenario include:
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• K0 − K̄0, B0 − B̄0, B0
s − B̄0

s and D− D̄0 mixing. These are meson mixings (∆F =
2 processes), that proceed via box diagrams in the SM. Therefore, sizeable NP
contributions could induce a big deviation in the observables with respect to the
SM predictions. They will be studied in detail in the following chapters.

• Flavor-changing decays: Higgs penguins. These are especially important in the large
tan β regime [63].

• Electroweak penguins (inclusive B → Xsγ, rare K, B decays, etc). Identifying
contributions different from the SM sources would clearly hint NP [63].

• Lepton flavour violation. These decays are strongly suppressed in the SM, but not
in SUSY scenarios. Therefore, stringent bounds MIs come from the study of these
processes.

For all the above-metioned measurements, complementary to direct searches, high pre-
cision is needed in order to disentangle NP from SUSY effects. As it can be seen, in a
non-MFV paradigm strange physics acquires an important role. This is because kaons
have short-distance FCNCs with the strongest CKM suppression, making them more
sensitive to anarchic structures of flavour violation [66].
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Chapter 4

LHCb

4.1 LHC

The Large Hadron Collider (LHC) is the world’s largest and most powerful particle accel-
erator. Located at CERN (European Organization for Nuclear Research), it consists of a
27 km ring of superconducting magnets with a number of accelerating units for charged
particles.

Two proton beams travelling in opposite directions collide at different points of the
ring. The protons are extracted from ion sources, and accelerated in a chain of preaccel-
erators, the last one of which is the Super Proton Synchrotron (SPS) (see Figure 4.1).
The center of mass energy (

√
s) the protons reach is up to 13 TeV, in order to test the

Standard Model and look for New Physics. One of LHC’s main achievements has been the
discovery of the Higgs boson, introduced in Refs [67], [68], the last piece of the Standard
Model puzzle. Protons are sent in bunches containing up to 1.5 × 1011 particles, and
crossing with a rate of 40 MHz. Special runs with heavy ions (e.g. lead) are also made
periodically.

Figure 4.1: The LHC injection complex. Figure taken from Ref. [69].
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Since it first started operating in 2008, the LHC has provided data with different
center of mass energies, corresponding to 2 data-taking periods: Run 1 (2009-2013,

√
s =

7, 8 TeV), and Run 2 (2015-2018,
√
s = 13, 14 TeV).

There are four interaction points within the LHC ring, corresponding to the four main
experiments. In these points, the beams cross over to the other beam pipe and collide
under a small angle. These four experiments are:

• ATLAS (A Toroidal LHC ApparatuS ) [70]: a general-purpose 4π detector, focused
mainly in the search of New Physics via direct searches and responsible of the Higgs
boson discovery.

• CMS (Compact Muon Solenoid) [71]: also a general-purpose detector, with a
physics program similar to ATLAS and a more compact layout.

• ALICE (A Large Ion Collider Experiment) [72]: the smallest of the four detectors,
it focuses in heavy-ion studies.

• LHCb (Large Hadron Collider beauty) [73]: a single-arm forward spectrometer,
initially designed for the study of particles containing b or c quarks. It is described
in more detail in the following section.

4.2 LHCb

The LHCb detector [74, 75] covers the pseudorapidity range 2 < η < 5. The detector
includes a high-precision tracking system consisting of a silicon-strip vertex detector sur-
rounding the pp interaction region [76], a large-area silicon-strip detector located upstream
of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-
strip detectors and straw drift tubes [77] placed downstream of the magnet. The tracking
system provides a measurement of the momentum, p, of charged particles with a relative
uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. The minimum
distance of a track to a primary vertex (PV), the impact parameter (IP), is measured with
a resolution of (15+29/pT)µm, where pT is the component of the momentum transverse to
the beam, in GeV/c. Different types of charged hadrons are distinguished using informa-
tion from two ring-imaging Cherenkov detectors [78]. Photons, electrons and hadrons are
identified by a calorimeter system consisting of scintillating-pad and preshower detectors,
an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a sys-
tem composed of alternating layers of iron and multiwire proportional chambers [79]. The
online event selection is performed by a trigger [80], which consists of a hardware stage,
based on information from the calorimeter and muon systems, followed by a software
stage, which applies a full event reconstruction.
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Figure 4.2: The LHCb detector. Figure taken from Ref. [81].

4.2.1 Beam pipe, vacuum chamber and BCM

The design of the beampipe (see Figure 4.3) is especially delicate, given the pseudorapidity
region at which LHCb operates, where there is a high particle density. It is 19 m long
and includes the forward window of the VErtex LOcator (VELO) and four main conical
sectors. The three closest to the interaction point are made of beryllium, as it is highly
transparent to particles resulting from collisions. The fourth one is made of stainless steel
because of its good mechanical and vacuum properties. The beampipe support system
consists of one fixed and one movable support, in order to reduce the background as much
as possible. Two sector valves located at the cavern entrances isolate the experiment
beam vacuum from the LHC.

The Beam Conditions Monitor (BCM) controls the LHC beam conditions, requesting
a beam dump if necessary. It monitors the particle flux at two locations close to the
vacuum chamber in order to protect the sensitive LHCb tracking devices. It is connected
to the LHCb experiment control system and to the beam interlock controller of the LHC.
The two stations consist of eight diamond sensors.
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Figure 4.3: LHCb beam pipe.

4.2.2 Magnet

LHCb contains a dipole magnet (see Figure 4.4) that bends charged particles in order
to measure their momenta. The measurement covers the forward acceptance of ±250
mrad verticaly and of ±300 mrad horizontally. Two identical conical saddle-shaped coils
surround an iron yoke, producing a magnetic field of 4 Tm for tracks of 10 m length.
These coils are made of pure Al-99.7. The magnet performance is monitored by the
Magnet Control System and the Magnet Safety System assures its safe operation.

The precision with which the magnetic field is measured needs to be of the order of
10−4 so as to allow a precise measurement of the momentum resolution of the charged
particles. In order to ensure this, field mapping campaigns in the tracking volume were
made and obtained a value of about 4×10−4 (see Figure 4.4 right). In order to reduce the
systematic effects of the detector, especially for CP studies, the polarity of the magnetic
field is changed periodically.

4.2.3 Tracking

The tracking system of LHCb consists of two parts: the vertex locator (VELO) and
four tracking stations: the Tracker Turicensis (TT) upstream of the magnet, and T1-T3
downstream of the magnet. The latter are composed by an Inner Tracker (IT) and an
Outer Tracker (OT). Both IT and TT belong to a common project, the Silicon Tracker
(ST).
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Figure 4.4: LHCb magnet (left) and magnetic field along the z axis (right).

4.2.3.1 VELO

The ability to reconstruct vertices with a high precision is a key feature of the LHCb
detector. It allows precise measurement of decay lifetimes, the impact parameter and
the flavour of the particles that are produced. Besides, detached vertices are of crucial
importance for the High Level Trigger (see Section 4.2.5).

Such reconstruction is done in the VErtex LOcator (VELO), that provides measure-
ments of the track coordinates close to the interaction region. It consists of 20 semicirular
silicon modules located along the beam direction, each one providing measurement of
cylindrical coordinates (r, φ) using microstrips, together with two planes perpendicular
to the beam line, the pile-up veto system, as shown in Figure 4.5, that are then used to
remove high multiplicity events. The minimum pitch at the innermost radius is 38µm,
increasing linearly to 101.6µm at the outer radius of 41.9mm. These sensors must be
retractable, as the distance from them to the beam is smaller than the one required from
LHC during the injection phase. Vacuum inside the VELO is separated from the machine
vacuum by corrugated aluminum foils, RF-foils. Polar coordinates are used in order to
ensure fast reconstruction of tracks and vertices in the LHCb trigger [74].

4.2.3.2 ST

As said before, the Silicon Tracker (ST) refers to two different detectors: the Tracker
Turicensis (formerly known as Trigger Tracker), TT and the Inner Tracker, IT (see Figure
4.6). Both use silicon microstrip sensors with a strip pitch of about 200 µm. The TT is
a 150x130 cm high planar tracking station (covering the full LHCb acceptance), located
upstream of the LHCb dipole magnet. The IT covers a 120x40 cm high cross shaped
region in the centre of the three tracking stations downstream of the magnet.

The TT and each of the three IT stations have four detection layers, organized in an
(x-u-v-x ) configuration, with vertical strips in the first and the last layer (x-layers). Strips
in the second and third layer are rotated by a stereo angle of −5◦ and 5◦ respectively, so
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Figure 4.5: Cross section in the (x,z) plane of the VELO silicon sensors, at y = 0, with the
detector in the fully closed position. The front face of the first modules is also illustrated
in both the closed and open positions. Figure taken from Ref. [74].

as to get 3D reconstruction (u/v-layers). The pitch is about 200 µm which gives a single
hit resolution of 50 µm. Momentum resolution is then dominated by multiple scattering.
The active area is of about 8.4 m2 for the TT and of 4.0 m2 for the IT. A temperature
below 5◦C is maintained in both cases.

4.2.3.3 OT

The OT detector is designed for the tracking of charged particles, and the measurement of
their momentum. Excellent momentum resolution and high tracking efficiency are needed
for LHCb analyses. It consists of a drift-time detector, composed of an array of gas-tight
straw-tube modules. For the gas, a mixture of argon (70%) and CO2 (30%) is used. This
ensures a fast drift time, as well as a sufficient drift-coordinate resolution.

The arrangement of the OT is shown in Figure 4.7. The modules are organized in
three stations, each one consisting of four layers. The stations are further splitted in two
halves, with two independently retractable units of two half layers (C-frames).

34



Figure 4.6: Layout of the third TT detection layer (left) and layout of an x detection
layer in the second IT station (right). Figures taken from Ref. [74].

Figure 4.7: Arrangement of OT straw-tube modules in layer and stations. Figure taken
from Ref. [74].

4.2.4 PID

Particle identification (PID) at LHCb is crucial in order to properly distinguish the dif-
ferent types of particles that are detected. Particularly, it is important to further reduce
backgrounds from different decays, as well as at the trigger level (see Section 4.2.5). Three
different subdetectors, described below, are used for PID.

4.2.4.1 RICH

There are two Ring Imaging Cherenkov detectors at LHCb, designed to cover a wide
momentum range. RICH1 (Figure 4.8 left) covers the low momentum charged particle
range (∼ 1−60GeV), while RICH2 (Figure 4.8 right) covers the high momentum charged
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particle range (∼ 15GeV up to and beyond ∼ 100GeV). In order to do this, RICH1
(located upstream, between the VELO and the Trigger Tracker) uses aerogel and C4F10

radiators, while the downstream detector, RICH2, uses a CF4 radiator.
While RICH1 covers the full LHCb acceptance, from ±25 rad to ±300 rad horizontal

and ±250 rad vertical, RICH2 has a more limited angular acceptance (where the high
momentum particles are produced), of ∼ ±15 rad to ±120 rad horizontal and ±100 rad
vertical.

Figure 4.8: Schematic view of RICH1 (left) and RICH2 (right) detectors. Figures taken
from Ref. [74].

Both detectors use spherical and flat mirrors to focus the Cherenkov light. The op-
tical layout is vertical for RICH1 and horizontal for RICH2. Cherenkov photons in the
wavelength range 200-600 nm are detected by Hybrid Photon Detectors (HPDs), which
are outside the LHCb acceptance. These are surrounded by external iron shields that
shield them from the marginal field of the LHCb dipole.

4.2.4.2 Calorimeters

The transverse energy of hadrons, electrons and photons is measured, selected in the
calorimeter and passed to the L0 trigger (see Section 4.2.5). The energy and position is
also measured, while avoiding the pass of those particles to the muon system. The proper
identification of hadrons, electrons and photons is also of great importance for correctly
identifying the flavour of the original meson in the decay (flavour tagging). This is done
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taking into account that these particles deposit the energy in the different parts of the
calorimeter in a different manner.

It consists of two separate parts: an electromagnetic calorimeter (ECAL) followed by
a hadron calorimeter (HCAL), to identify electromagnetic and hadronic showers, respec-
tively. A preshower detector (PS) is located before the ECAL, in order to eliminate a
large background of charged pions that could be misidentified as elecrons. In front of the
PS, a scintillator pad detector (SPD), used to select charged particles, is located. For all
these parts a variable lateral segmentation is adopted, given that the hit density varies
by two orders of magnitude over the calorimeter surface [74]. Because of the dimensions
of the hadronic showers, the HCAL is segmented into two zones with larger cell sizes.

In all cases, the same principle of scintillation light transmitted to a Photo-Multiplier
(PMT) (that turns the light into an electric signal) by wavelength-shifting (WLS) fibres
is adopted. To have a constant transverse energy scale the gain in the ECAL and HCAL
phototubes is set in proportion to their distance to the beampipe.

Figure 4.9: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right).
One quarter of the detector front face is shown. Figures taken from Ref. [74].

4.2.4.3 Muon System

The muon system provides fast information for the high-pT muon trigger at the earliest
level (L0) and muon identification for the high-level trigger (HLT) and offline analysis [74].
Given that muons are present in final states of the most relevant channels for LHCb, this
is of crucial importance.

It is composed of five rectangular stations (M1-M5), located along the beam axis, with
a total of 1380 chambers and 435m2 of coverage (see Figure 4.10). The inner and outer
angular acceptances are 20(16) mrad and 306(258) mrad in the bending (non-bending)
plane respectively [74]. All the stations are divided into 4 regions, R1-R4, with increasing
distance from the beam axis. Their dimensions (scaling a factor two from one region to
the next) and their geometry provide the same flux and channel ocupancy for all of them.
Muti-wire proportional chambers (MWPC) are used for all regions except the inner region
of station M1, where triple-GEM detectors (consisting of three gas electron multipliers)
are used.
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Stations M2 to M5 are placed downstream the calorimeters, interleaved with three
iron filters. They have a threshold of ∼ 6 GeV/c for a muon to cross the five stations.
Stations M1-M3 are used to define the track direction and to calculate the pT of the
candidate muon, due to their high spatial resolution along the bending plane. Stations
M4 and M5 are focused on identifying penetrating particles. Station M1 is located in
front of the calorimeters.

Figure 4.10: (a) Side view of the LHCb Muon Detector. (b) Station layout with the four
regions R1-R4. Figures taken from Ref. [82].

4.2.4.4 PID performance

As explained in 4.2.4, particle identification at LHCb is performed in four different sub-
detectors. Each one of them gives a different performance that is then further combined
into an overall PID performance.

For the calorimeters the main role is to distinguish photons, electrons and neutral
pions. Electrons are differentiated from photons and π0 by the fact that they have a track
associated before the energetic deposit in the calorimeter, as they are charged particles. In
order to separate photons from π0, a neural network classifier is used, trained with samples
as pure as possible. Non-converted photons are identified using a photon hypothesis
likelihood, employing variables from the different subdetectors (PS and ECAL).

Both for photons and for electrons, the PID performance is assessed using the log-
likelihood difference between the signal hypothesis (photon or electron) versus the back-
ground one (hadrons for electrons). Their associated likelihood is estimated using in-
formation from the ECAL, the PS and the HCAL. In the case of the electrons, this
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log-likelihood is computed as the sum of log likelihoods:

∆ logLCALO(e− h) = ∆ logLECAL(e− h) + ∆ logLHCAL(e− h) + ∆ logLPS(e− h) (4.1)

This is shown in Figure 4.11, for different cuts. As expected, the higher momenta
particles have higher misidentification rates.

Figure 4.11: Electron identification performances for various ∆ logLCALO(e− h) cut: elec-
tron efficiency (left) and misidentification rate (right) as functions of the track momentum.
Figures taken from Ref. [75].

As for the RICH, its mission is to distinguish charged hadrons (π, K, p). The infor-
mation thus obtained is used at the final analysis level and as part of the software level
of the trigger. Complementary information on charged leptons can also be provided by
the RICH. Its performance is evaluated using two variables:

• The Cherenkov angle resolution, θ(σC), defined as the resolution of the Cherenkov
angle with which the emitted photons can be reconstructed.

• The photoelectron yield, defined as the average number of detected photons for each
track traversing the Cherenkov radiator media.

Because of the high average track multiplicity in LHCb events, a reconstructed
Cherenkov ring will generally overlap with several neighbouring rings. Figure 4.12 shows
the Cherenkov angle as a function of particle momentum using information from the radi-
ator for isolated tracks selected in data. Different bands represent different masses, hence
different particles.

Figure 4.13 shows the kaon efficiency (kaons identified as kaons) and pion misidentifi-
cation (pions misidentified as kaons) fraction achieved in LHCb data and simulation, as a
function of momentum. The results are shown both optimising efficiency and minimising
misidentification rate.
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Figure 4.12: Reconstructed Cherenkov angle for isolated tracks, as a function of track
momentum in the radiator. The Cherenkov bands for muons, pions, kaons and protons
are clearly visible. Figure taken from Ref. [75].

Figure 4.13: Kaon identification efficiency and pion misidentification rate as meaured
using data (left) and from simulation (right) as a function of track momentum. Figures
taken from Ref. [75].

Finally, muons are identified in the muon system. The algorithm is based on the
association of hits around its extrapolated trajectory. In this case, the logarithm of the
ratio between the muon and non-muon (protons, pions and kaons) hypothesis, ∆ logL(µ)
is used as discriminating variable. Figure 4.14 shows, as a function of the track momentum
and for different ranges of transverse momentum, the efficiency of the muon candidate
selection, and the probabilities of incorrect identification of protons, pions and kaons as
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muons.

Figure 4.14: Top left: efficiency of the muon candidate selection based on the matching of
hits in the muon system to track extrapolation, as a function of momentum for different pT
ranges. Other panels: misidentification probability of protons (top right), pions (bottom
left), and kaons (bottom right) as muon candidate as a function of momentum, for different
pT ranges. Figures taken from Ref. [75].

The combined performance of the different PID subdetectors can be either be com-
puted as a sum of the different likelihoods, or using multivariate techniques to get a single
probability value for each particle hypothesis with different informations corresponding
to each sub-system.
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4.2.5 Trigger

The LHCb trigger is one of the most important parts of its infrastructure. It allows for
a reduction of the crossing frequency with interactions visible by the spectrometer from
10MHz to about 2 - 5 kHz. At this rate the events are written to storage for further
offline analysis [74]. It is composed of two levels: Level-0 (L0) and the High Level Trigger
(HLT).

4.2.5.1 L0

The purpose of this first stage of the trigger is to obtain the highest efficiency for the events
selected in the offline analysis, while avoiding storage of as many background events as
possible. This is done reconstructing the highest ET hadron, electron and photon clusters
in the calorimeters, together with the the two highest pT muons in the muon chambers,
as B meson decay products are expected to have large pT and ET . A pile-up system in
the VELO estimates the number of primary pp interactions in each bunch crossing. The
calorimeters calculate the total observed energy and an estimate for the number of tracks,
based on the number of hits in the SPD.

The L0 system is composed of three parts, all connected to a different part of the
LHCb, and all connected to the L0 Decision Unit (DU) (see Figure 4.15):

1. The pile-up system: its purpose is to distinguish crossings with single and multiple
visible interactions. For this, it uses four silicon sensors as the ones used in the
VELO, that measure the radial position of the tracks. It consists of two silicon
planes, situated upstream of the VELO and perpendicular to the beam-line, where
the radii of track hits are measured. From this, the position of the track origin on
the beam axis (the vertex ) can be reconstructed.

2. The L0 calorimeter trigger: its goal is to look for high ET electrons, photons, neutral
pions or hadrons. This is done forming clusters by adding the transverse energy of
2x2 cells and selecting the cluster with the highest ET . This zone is large enough
to contain most of the energy, while avoiding overlap among different particles.
Afterwards, such cluster is identified as one of the particle types using information
from the SPD, PS, ECAL and HCAL subdetectors.

3. The L0 muon trigger: in the muon chambers muons are reconstructed with a pT
resolution of ∼ 20%. The L0 muon trigger selects the two muons with the highest
pT for each quadrant of the muon detector. The track finding is performed on the
logical pads, searching for hits defining a straight line through the five muon stations
and pointing towards the interaction point [74], also enabling the determination of
the pT of the track.

Multiplicities are measured by the SPD cells. A L0 Decision Unit (DU) collects all the
information and derives the final L0 trigger decision for each bunch crossing to the Readout
Supervisor, allowing for overlapping of several trigger conditions, as well as for prescaling.
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The Readout Supervisor is in chrage of the ultimate decision about whether to accept an
event or not.

The L0 uses custom made electronics, fully synchronous with the 40 MHz bunch
crossing signal of the LHC. All L0 electronics uses fully custom-designed boards that use
parallelism and pipelining in order to speed up the process. The time passed between a
pp interaction and the arrival of the L0 trigger decision is of 4 µs. This time includes
the time-of-flight of the particles, cable delays and all delays in the front-end electronics,
leaving 2 µs for data processing in the L0 [74].

Figure 4.15: Overview of the L0. Figure taken from Ref. [74].

4.2.5.2 HLT

The High Level Trigger (HLT) reduces the event rate from 1 MHz down to 2 - 5 kHz,
making use of the full event data. The HLT selected events are then saved on permanent
storage. It is further subdivided into HLT1 and HLT2, each with different purposes.

It consists of a C++ application that runs on over 2000 computing nodes, the Event
Filter Farm (EFF). Even though it can access all data in one event, the purpose is to
discard uninteresting events using part of the full event data. In order to compute sys-
tematic uncertainties and trigger efficiencies, both levels can be fully emulated on stored
data.

Both HLT1 and HLT2 summaries, containing the information of all tracks and vertexes
that triggered events, are stored. This allows the study of the trigger performance, as well
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as of the trigger source of each event. Furthermore, in order to ensure the traceability of
the trigger conditions in the off-line analysis, the combination of trigger algorithms with
their selection parameters are pre-loaded in the EFF before a fill in a Trigger Configuration
Key (TCK).

4.2.5.3 HLT1

In the HLT1 step, the high-pT L0 candidate is confirmed, further adding information from
other detectors [83], such as the tracking stations, the VELO or the muon segments [84].
The tracks must have a significant Impact Parameter with respect to all the primary
vertices, or be matched to muon chamber hits by a fast muon identification algorithm
that only runs over events triggered by a muon line in the previous step [75,80]. As soon
as a candidate is not confirmed in a sub-detector, the event is discarded [83].

4.2.5.4 HLT2

At this stage of the trigger, a set of tracks is selected with very broad cuts on their
momentum and impact parameter, and used to form composite particles. These are then
used for all selections to avoid duplication in the creation of final states. The selections
can be exclusive or inclusive, depending on whether the full final state is reconstructed
or not. The inclusive triggers are less dependent on the on-line reconstruction, while the
exclusive one produces a smaller rate, thus allowing for a more relaxed set of cuts.

4.2.5.5 Trigger performance

As discussed in Section 4.2.5, the LHCb trigger is composed of two parts, in order to reduce
the input rate to an output rate of 2 -5 kHz. The performance of each part is assessed
using a data-driven technique with representative samples, to account for inefficiencies due
to the simplified reconstruction algorithm, possible misalignments and reduced resolution.

In the trigger system, an event is considered to be Trigger on Signal (TOS) if the
trigger objects that are associated with the signal candidate are sufficient to trigger the
event. On the contrary, if the event has been triggered by trigger objects not associated
with the signal, it is considered Trigger Independet of Signal (TIS). Notice that events
can be both TIS and TOS. The TIS and TOS efficiencies are defined as follows:

εTIS(TOS) = NTIS(TOS)/NSEL (4.2)

where NSEL represents the number of selected events.

4.2.5.6 L0 hardware trigger

The L0 trigger consists of three independent units:

• The L0-Calorimeter trigger, that uses information from the SPD, PS, ECAL and
HCAL to compute ET that particles deposit in clusters of 2x2 cells. From this, a
candidate can be L0Hadron, L0Photon or L0Electron.
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• The L0-Muon trigger, that looks for the two highest pT muon tracks in each quad-
rant, with thresholds on the plargest

T and plargest
T × p2ndlargest

T .

• The L0-PileUp trigger, used for the computation of the luminosity.

Figure 4.16 shows the L0 hadron efficiency for the repreentative channels. As expected,
it increases with the transverse momentum.

Figure 4.16: L0 muon trigger performance (left): TOS trigger efficiency for selected B+ →
J/ψK+ candidates. (right) L0 hadron trigger performance (right): TOS trigger efficiency
for different beauty and charm decay modes. Figures taken from Ref. [75].

4.2.5.7 High Level Trigger

The HLT has a variety of so-called trigger ”lines” that consist of selection parameters for
specific classes of events. In HLT1, a partial event reconstruction is performed, while in
HLT2 the complete event is reconstructed.

In the first level (HLT1), vertices are reconstructed from a minimum of five intersecting
VELO tracks. Vertices within a radius of 300 µm of the mean position of the pp-interaction
envelope are considered to be primary vertices. During Run 1, the forward track search
had a minimum momentum requirement that varied between 3 and 6 GeV/c. Dimuon
candidates are either selected based on their mass without any displacement requirement,
or based on their displacement without the mass restriction. The performance of HLT1
on muonic signatures as a function of pT of the B+ parent is shown in Figure 4.17.

In the second level (HLT2), long tracks are searched based on VELO seeds, thus
simplifying the offline tracking algorithm (because of CPU restrictions). There is a generic
beauty trigger, for any partially recontructed b-hadron decay, muon triggers, for decays
with one or two muons, charm triggers and other exclusive and technical lines. Figure
4.18 shows the peformance of the J/ψ triggers.
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Figure 4.17: HLT1 inclusive track trigger performance: TOS efficiency for various channels
as a function of B or D pT (left). HLT1 muon trigger performance: TOS efficiency for
B+ → J/ψK+. Figures taken from Ref. [75].

Figure 4.18: HLT2 muon trigger performance for the J/ψ trigger lines (left). HLT2
charm trigger performance for inclusive and exclusive selections (right). Figures taken
from Ref. [75].

4.2.6 Tracking and Vertexing performance

In the track reconstruction software the hits in the VELO, the TT, the IT and the OT
detectors are combined to form particle trajectories from the VELO to the calorimeters,
with the purpose of finding all tracks in the event which leave sufficient detector hits.
Depending on the subdetectors used for the reconstruction, offline tracks are classified in
the following categories (see Figure 4.19):

• Long tracks: those that traverse the VELO, the TT and the T-stations, hence
having the most precise momentum determination.

• Upstream tracks: those traversing only the VELO and TT stations. Generally,
they have lower momentum and are bent out of the detector acceptance by the
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magnetic field. Nevertheless, they pass through the RICH1 detector. Hence, they
may generate Cherenkov photons, and can be used to understand backgrounds.
Besides, they can also be used for flavour tagging, albeit their momentum resolution
is poor.

• Downstream tracks: travering only the TT and T stations. The most relevant
cases are the decay products of K0

S and Λ that decay outside of the VELO accep-
tance.

• VELO tracks: measured in the VELO only and typically with large angle, or
backward tracks. They are useful for the primary vertex reconstruction.

• T tracks: the ones measured in the T stations, typically produced in secondary
interactions, but useful for the global pattern recognition in RICH2.

For K0
S reconstruction, only long tracks and downstream tracks are used.

Figure 4.19: Schematic illustration of the various track types. For reference the main
B -field component (By) is plotted above as a function of the z coordinate. Figure taken
from Ref. [75].

For the track reconstruction algorithm, track seeds are used as starting points. These
are the initial track candidates in the VELO and T stations, where the magnetic field is
low. Their trajectories are refitted using the Kalman filter [85], that accounts for multiple
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scattering and energy loss. The quality of such fitting is monitored using the χ2 of the fit
and the pull distribution for the different parameters.

The pattern recognition performance is evaluated in terms of efficiencies and ghost
rates. The efficiencies are the ratio of successfully reconstructed tracks over the total
amount of reconstructible tracks. A track is considered recontructible if it has a minimum
number of hits in the relevant subdetector, and successfully reconstructed if at least 70%
of such hits originate from a single MonteCarlo (simulated) particle. Otherwise, it is
considered a ghost track.

Figure 4.20 shows this efficiency as a function of two kinematic variables, namely
the momentum, p, and the pseudorapidity, η, for 2011 and 2012. The performance in
the 2012 data is slightly worse, which is partially due to the higher hit multiplicity at
the higher centre-of-mass energy [75]. The average efficiency is above 96% for p < 200
GeV/c, 2 < η < 5, thus covering the full LHCb spacial angle.

Figure 4.20: Tracking efficiency on muons from J/ψ as a function of momentum (left) and
pseudorapidity (right). Black points correspond to 2011 data and red 2012 data. Figures
taken from Ref. [75].

Regarding the relative momentum resolution, as it is shown in Figure 4.21 for two
muons coming from a J/ψ, it is better (about 5 per mille) for low-momentum than for
high-momentum (about 8 per mille) ranges. Hence, the best performances in terms of
momentum resolution are achieved for long tracks, as said before.

In order to assess the vertexing performance at LHCb, two main quantities are exam-
ined: the PV resolution, and the track impact parameter. The PV resolution is measured
by comparing two independent measurements of the vertex position in the same event.
This is achieved by randomly splitting the set of tracks in an event into two and recon-
structing the PVs in both sets.

The impact parameter (IP) of a track is defined as its distance from the primary vertex
at its point of closest approach to the primary vertex. Particles resulting from the decay
of long lived B or D mesons tend to have larger IP than those of particles produced at
the primary vertex. Selections on IP and the IP χ2 are extensively used in LHCb analyses
to reduce the contamination from prompt backgrounds. Consequently, an optimal IP
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Figure 4.21: Relative momentum resolution versus momentum for long tracks in data
obtained using J/ψ decays. Figure taken from Ref. [75].

resolution and a good understanding of the effects contributing to the IP resolution are
of prime importance to LHCb performance [75].

The IP resolution is governed by three main factors: multiple scattering of particles
by the detector material; the resolution on the position of hits in the detector from which
tracks are reconstructed; and the distance of extrapolation of a track between its first hit
in the detector and the interaction point. The minimisation of these factors is achieved
in the design of the VELO [75].

The left part of Figure 4.22 shows the PV resolution in the x and y direction as a
function of the number of tracks. It can be seen that in both cases it improves with the
number of tracks. The right part shows the IP resolution in the x direction as a function of
the inverse of the transverse momentum. Very good resolution is achieved in the VELO,
thanks to the silicon strips.

4.2.7 The LHCb Upgrade

The LHCb detector has proven to be an outstanding general-purpose detector in the for-
ward pseudorapidity region. Nevertheless, some of the measurements are still statistically
limited. Therefore, in order to fully exploit the potential of LHCb, an increase in the
luminosity is required. This leads to the need of upgrading some of the subdetectors,
since the upgraded detector is expected to collect 50 fb−1 during 5 years of data-taking,
with a 40 MHz readout (Phase-I of the Upgrade).

The changes made during the LHCb Upgrade will greatly benefit the sensitivity to rare
strange decays, as the trigger limitation will disappear. Also, a significant improvement
in the φs measurement is expected. Prospects for the flagship measurements on these
fields can be seen in Table 4.1 [86].
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Figure 4.22: The primary vertex resolution (left), for events with one reconstructed pri-
mary vertex, as a function of track multiplicity. The x (red) and y (blue) resolutions
are separately shown and the superimposed histogram shows the distribution of number
of tracks per reconstructed primary vertex for all events that pass the high level trigger.
The impact parameter in x resolution as a function of 1/pT (right). Both plots are made
using data collected in 2012. Figures taken from Ref. [75].

4.2.7.1 Trigger Upgrade

The main change that the LHCb trigger will undergo is the replacement of the L0 stage
by a software one, the so-called Low Level Trigger (LLT), modified to run within the new
readout architecture. It selects events containing clusters with high transverse energy in
the calorimeters or tracks with high transverse momentum in the muon detector. A much
larger LLT rate will be alowed, leading to a much larger rate to storage. Hence, the main
limits will be processing power and bandwith. The front-end electronics will be upgraded
as well to allow reading events at the LHC clock rate. More details can be found in [104].

4.2.7.2 VELO Upgrade

The LHCb upgrade requires the VELO to have an excellent vertex resolution and two
track separation, with fast pattern recognition capabilities. Moreover, because of the high
luminosity, it has to have a sufficient radiation hardness to guarantee the performance
throughout all the data-taking period. Besides, the upgraded trigger discussed before
strongly relies on this subdetector.

In order to cope with these requirements, two alternatives were proposed:

• A fine-pitched silicon strip detector, similar to the current design, with improved
cooling and a new ASIC.

• A hybrid pixel detector, called VeloPix, that uses the Timepix chip [105].

The second was chosen for the Upgrade. The layout of the upgraded VELO can be seen
in Figure 4.23.
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Table 4.1: Summary of prospects for future measurements of selected flavour observables
for LHCb, Belle II and Phase-II LHCb. The projected LHCb sensitivities take no account
of potential detector improvements, apart from in the trigger. The Belle-II sensitivities
are taken from Ref. [87].

Observable Current LHCb LHCb 2025 Belle II Upgrade II

RK (1 < q2 < 6 GeV/c4) 0.1 [88] 0.025 0.036 0.007

RK∗ (1 < q2 < 6 GeV/c4) 0.1 [22] 0.031 0.032 0.008

Rφ, RpK , Rπ - 0.08,0.06,0.18 - 0.02,0.02,0.05

γ, with B0
s → D+

s K
− (+17

−22)◦ [89] 4◦ - 1◦

γ, all modes (5.0
−5.8)◦ [90] 1.5◦ 1.5◦ 0.35◦

sin 2β, with B0 → J/ψK0
S 0.04 [91] 0.011 0.005 0.003

φs, with B0
s → J/ψφ 49 mrad [92] 14 mrad - 4 mrad

φs with B0
s → D+

s D
−
s 170 mrad [93] 35 mrad - 9 mrad

φss̄ss , with B0
s → φφ 154 mrad [94] 39 mrad - 11 mrad

assl 33× 10−4 10× 10−4 [95] - 3× 10−4

|Vub/Vcb| 6% [96] 3% 1% 1%

B(B0 → µ+µ−)/B(B0
s → µ+µ−) 90% [97] 34% - 10%

τB0
s→µ+µ− 22% [97] 8% - 2%

Sµµ - - - 0.2

R(D∗) 0.026 [98,99] 0.0072 0.005 0.002

R(J/ψ) 0.24 [100] 0.071 - 0.02

∆ACP (KK − ππ) 8.5× 10−4 [101] 1.7× 10−4 5.4× 10−4 3.0× 10−5

AΓ(≈ x sinφ) 2.8× 10−4 [102] 4.3× 10−4 3.5× 10−4 1.0× 10−5

x sinφ from D0 → K+π− 13× 10−4 [103] 3.2× 10−4 4.6× 10−4 8.0× 10−5

x sinφ from multibody decays - (K3π) 4.0× 10−5 (K0
Sππ)1.2× 10−4 (K3π)8.0× 10−6

4.2.7.3 PID Upgrade

As discussed before, the PID performance is crucial for the LHCb physics programme.
Thus, its upgrade is of great importance.

The overall structure of the RICH will remain unchanged. In RICH1, the aerogel will
be removed, as the efficiency gained by its removal outweighs the improvement on the PID
provided by it. The HPDs will be replaced by commercial multianode photomultipliers
(MaPMTs), with external readout electronics. Alternatively a lens system may be used
there, to re-focus the Cherenkov images onto the 1-inch tubes and thus reduce the number
of tubes required. A new subdetector, still under development, is being considered in
order to recover the low momentum particle identification performance. It consists in a
time-of-flight system, Time Of internally Reflected Cherenkov Light, TORCH.

As for the calorimeter, the electronics will be upgraded according to the new require-
ments. Also the PMTs gains will be reduced (and compensated by a gain increase in the
electronics) to ensure a longer lifetime. Regarding the radiation hardness, studies have
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Figure 4.23: Schematic layout of the upgraded VELO. Figure taken from Ref. [106].

found the calorimeter resistent enough, even though some of the elements (such as the
cells in the inner region of the ECAL) will need replacing in the long-term scale. Both
the SOD and the PS will be removed, as they mainly contribute to the L0 trigger.

Finally, the muon system will have its first station removed, and additional shielding
around the beam pipe in front of station M2. Similarly to the calorimeter, the electronics
will be modified to comply with the new conditions.

4.2.7.4 Tracking Upgrade

The TT stations will be replaced by a tracking detector composed of new, high-granularity
silicon micro-strip planes with an improved coverage of the LHCb acceptance, the Up-
stream Tracker (UT). Behind the magnet, a Scintillating Fibre Tracker (SFT) will be
built, which is composed of 2.5 m long fibres read out by silicon photomultipliers at the
edge of the acceptance, replacing the current OT and IT stations. Both new subdetectors
are shown in Figure 4.24.

4.2.8 Analysis workflow

Raw data from collisions is taken at LHCb at a rate of several million events per second.
A fast, efficient treatment and distribution of such data is thus needed to perform an
offline analysis of a given decay channel. For this, C++ tools and algorithms embedded
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Figure 4.24: Side view of the upgraded LHCb. Figure taken from Ref. [107].

inside the Gaudi [108] project are used. The steps that are followed, together with their
correspondance to the different projects inside such framework, are summarised below.

1. As explained in Sections 4.2.5, 4.2.5.5, a first loose selection is applied to the recorded
data with the trigger. The trigger algorithms constitute what is known as the Moore
project [109].

2. After data is recorded, it is necessary to convert the electronic signals to track
and vertices. This was discussed in Sections 4.2.3 and 4.2.6. Particle identification
(Sections 4.2.4, 4.2.4.4) is also required to properly assign each of these variables to
a given type of particle. This whole process is called reconstruction, and the group
of C ++ LHCb libraries which contain the relevant tools, Brunel [110]. Proper
knowledge alignment of each subdetector is also of great importance at this stage,
for which tools under the Alignment project [111] exist.

3. Once all triggered events have been reconstructed, a process is necessary to properly
separate them offline according to their physics content. Such process, called strip-
ping, consists on a splitting procedure that selects the different decays according to
their specific features (final state, PV, mother particle, etc.). Each of the selection
criteria are contained in a stripping line. The LHCb libraries that take part of this
stage are DaVinci [112] and Erasmus [113].

4. In order to allow the access to the data, while keeping a backup of it, a distributed
system, Grid [114] is used by LHCb. Both stripped events and raw data are stored,
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so as to have the possibility of performing re-stripping and re-reconstruction if
needed. Such system is of great computational power, and its spread in computing
centers worlwide.

5. Finally, to properly understand the effects from the detector and the steps be-
fore on data, simulation is used. Another important reason for which simulation
is crucial is the need of training analysis tool on well-known states. Simulated
Monte Carlo events (MC) are employed for this, mimicking as much as possible the
data. The C++ libraries at LHCb dedicated to the MC production are contained
in Gauss [115], which is a collection of libraries for physics simulation based on
Gaudi and with especialised algorithms and tools for generators (PYTHIA [116],
EvtGen [117] ...) and detector simulation (Geant4 [118]). The MC events can be
further classified as follows:

• Minimum Bias: keep all events generated by PYTHIA: elastic, diffractive,
inelastic.

• Inclusive: extract events generated by PYTHIA with at least one b or c hadron
in 400 mrad with respect to the LHCb z axis. If all of these hadrons have
pz < 0, flip the whole event.

• Signal: extract events generated by PYTHIA containing at least one specific
particle in 400 mrad. Again, if the candidate has pz < 0, flip the whole event.
In the case of b hadrons and to speed up the generation, if the interaction con-
tains the b, repeat the hadronisation process of PYTHIA until the interaction
contains the correct particle.

4.2.8.1 Turbo Stream

The Turbo Stream was introduced in 2015 and applied to several physics analysis. The
Turbo candidates selected by HLT2 (see Section 4.2.5.4) are saved to disk and used directly
for analysis. Therefore, no offline reconstruction using Brunel [110] is applied. The Turbo
stream data is prepared for physics analysis using an application called Tesla [119, 120].
Events saved to such stream contain only the candidates that were reconstructed in the
trigger [121]. In this way, it allows for increased output rates, that translate into higher
average efficiencies and smaller selection biases [122].
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Chapter 5

Kaon Physics

5.1 Introduction

Kaons play a major role in particle physics, both for Standard Model (SM) measurements
and for New Physics (NP) searches. Rare kaon decays proceed mainly via flavour-changing
neutral currents (FCNC), thus forbidden at tree level within the SM. This makes their
branching fraction highly suppressed in the SM. Therefore, they constitute an excellent
probe for New Physics manifesting in new particles entering the process.

Even though the LHCb experiment was initially designed for measurements of particles
with a b or a c quark, studies of strange particles are also possible since they are produced
in large numbers at the LHC. Indeed, LHCb has demonstrated very good performance
in the search for rare leptonic K0

S decays [123]. In the following sections, the potential
sensitivity of LHCb to B(K0

S → π0µ+µ−) considering the data to be collected with the
LHCb detector before and after its upgrade starting in 2019 is evaluated, as well as
supersymmetric contributions to the decay K0

S → µ+µ− in light of current experimental
data.

In section 5.2, the theoretical MSSM effects for K0
S → µ+µ− are reviewed. In section

5.3 a sensitivity study of K0
S → π0µ+µ− is described.

5.2 Probing SUSY effects in K0
S
→ µ+µ−

Leptonic decays of pseudoscalar mesons with down-type quarks are known to be very
sensitive to the Higgs sector of the Minimal Supersymmetric Standard Model (MSSM),
due to, among others, enhancement factors proportional to (tan6 β/M4

A).1 This factor
comes from the so-called non-holomorphic Yukawa terms at large tan β [124–129],2 which
are triggered by the supersymmetric (SUSY) µ term, and hence the non-SUSY two-
Higgs-doublet model cannot produce this enhancement [128]. The best known example
is B0

s → µ+µ− [124–129,133–141].

1Note that this enhancement factor is not present in the up-type quark case.
2The higher-order contributions have been derived up to two-loop level in refs. [130–132].
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If Minimal Flavour Violation (MFV) is imposed, then B0
s → µ+µ− is the dominant

constraint in P → µ+µ− decays. This is due to the stronger Yukawa coupling of the b–
quark compared to the s–quark, and to the better experimental precision in B0

s → µ+µ−

compared to B0
d → µ+µ−. However, in the presence of new sources of flavour violation, the

sensitivity of each mode depends on the flavour and CP structures of the corresponding
terms.

Hence, a priori, B0
s → µ+µ−, B0

d → µ+µ−, K0
S → µ+µ−, and K0

L → µ+µ− are
all separate constraints that carry complementary information in the general MSSM.
The observables related to these decay modes are typically branching fractions and CP
asymmetries. Even though the muon polarization could carry interesting information, it
cannot be observed by current experiments. Note that the decay K0

S → µ+µ− can also
constrain other NP models, such as leptoquarks [142].

In this section, the MSSM effects in the K0
S → µ+µ− decay are explored. The Standard

Model expectation for the branching fraction is (5.18±1.50LD±0.02SD)×10−12 [143–145],
where the first uncertainty comes from the long-distance (LD) contribution and the second
one comes from the short-distance (SD) contribution. The current experimental upper
bound is 8 × 10−10 at 90% C.L., using 3 fb−1 of LHCb data [146]. The LHCb upgrade
could reach sensitivities at the level of about 1 × 10−11 or even below, approaching the
SM prediction [147]. The expected limit in B(K0

S → µ+µ−) from LHCb and upgrades, as
a function of integrated luminosity times trigger efficiency [148] is shown in Figure 5.1.

Figure 5.1: Expected limit in B(K0
S → µ+µ−) from LHCb and upgrades, as a function of

integrated luminosity times trigger efficiency [148].

The branching ratio B(K0
S → µ+µ−) is predicted taking into account the relevant

experimental constraints on the branching fractions B(K0
L → µ+µ−), B(B+ → τ+ντ ) and

B(K+ → µ+νµ), the CP violation parameters ε′K/εK and εK , the K0
L–K0

S mass difference,
∆MK ≡MK0

L
−MK0

S
> 0, and the Wilson coefficient C7 from b→ sγ.

For this, the Mass Insertion Approximation (hereafter MIA) method [149] is used,
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treating the corresponding terms as phenomenological parameters at the SUSY scale.
The details of the formalism are given in section 5.2.2. The SM and MSSM contributions
to B(K0

S → µ+µ−) are analyzed in section 5.2.1. The subsets of the MSSM parameter
space are studied in scans performed on Graphics Processing Units (GPU), as detailed
in section 5.2.3. The results are shown in section 5.2.4 and conclusions are drawn in
section 5.2.5.

5.2.1 B(K0
S
→ µ+µ−)

The |∆S| = 1 effective Hamiltonian relevant for the K0 → `` transition at the Z boson
mass scale is

Heff = −CAQA − C̃AQ̃A − CSQS − C̃SQ̃S − CPQP − C̃P Q̃P + h.c., (5.1)

where CA, CS and CP are the axial, scalar and pseudoscalar Wilson coefficients. The
right-handed and left-handed axial (Q̃A, QA), scalar (QS, Q̃S) and pseudoscalar (QP ,
Q̃P ) operators are given by:

QA = (sγµPLd)(`γµγ5`), Q̃A = (sγµPRd)(`γµγ5`),

QS = ms(sPRd)(``), Q̃S = ms(sPLd)(``),

QP = ms(sPRd)(`γ5`), Q̃P = ms(sPLd)(`γ5`), (5.2)

where PL,R are the left and right-handed projection operators. For B(K0
S,L → µ+µ−) 3,

there are two contributions from S-wave (AS,L) and P-wave transitions (BS,L), resulting
in:

B(K0
S,L → µ+µ−) = τS,LΓ(K0

S,L → µ+µ−) = τS,L
f 2
KM

3
Kβµ

16π

(
|AS,L|2 + β2

µ|BS,L|2
)
, (5.3)

with

AS =
msMK

ms +md

Im(CP − C̃P ) +
2mµ

MK

Im(CA − C̃A), (5.4)

BS =
2G2

FM
2
Wmµ

π2MK

Bµ
Sγγ −

msMK

ms +md

Re(CS − C̃S), (5.5)

and

AL =
2G2

FM
2
Wmµ

π2MK

AµLγγ −
msMK

ms +md

Re(CP − C̃P )− 2mµ

MK

Re(CA − C̃A), (5.6)

BL =
msMK

ms +md

Im(CS − C̃S), (5.7)

3 The electron modes are suppressed by m2
e/m

2
µ, and they are not considered in this work.
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where

βµ =

√
1− 4m2

µ

M2
K

. (5.8)

The long-distance contributions are [143–145,150]:

2G2
FM

2
Wmµ

π2MK

Bµ
Sγγ = (−2.65 + 1.14i)× 10−11 (GeV)−2, (5.9)

2G2
FM

2
Wmµ

π2MK

AµLγγ = ±(0.54− 3.96i)× 10−11 (GeV)−2, (5.10)

with4

Bµ
Sγγ =

πα0

G2
FM

2
WfKMK |H(0)|I

(
m2
µ

M2
K

,
m2
π±

M2
K

)√
2π

MK

B(K0
S → γγ)EXP

τS
, (5.11)

AµLγγ =
±2πα0

G2
FM

2
WfKMK

A
(
M2

K

)√ 2π

MK

B(K0
L → γγ)EXP

τL
, (5.12)

where a two-loop function I(a, b) from the 2π±2γ intermediate state is given in refs. [143,
151], a pion one-loop contribution with two external on-shell photons is represented as
H(0) = 0.331 + i0.583 [143], and a one-loop function A(s) from the 2γ intermediate
state is given in refs. [152, 153]. A detailed computation of B(P → l+l−) is described in
appendix A.

Here, α0 = 1/137.04, fK = (155.9 ± 0.4) MeV [154], and τS,L are the K0
S,L lifetimes.

Note that there is a theoretically and experimentally unknown sign in AµLγγ, which is de-
termined by higher chiral orders than O(p4) contributions [155,156], and they provide two
different constraints on B(K0

L → µ+µ−)EXP/SM in table 5.1. This sign can be determined
by a precise measurement of the interference between K0

L → µ+µ− and K0
S → µ+µ− [145].

5.2.1.1 B(K0
S
→ µ+µ−) in the MSSM

So as to determine the regions of the parameter space where each chirality dominates,
pure left-handed and right-handed scenarios are studied. In the case in which new physics
enters only in C̃S and C̃P = C̃S (pure left-handed MSSM scenario), the following relations
between the branching fractions of K0

S and K0
L decaying into µ+µ− can be established:

B
(
K0
S → µ+µ−

)
∝ β2

µ

∣∣NLD
S

∣∣2 +
(
ASD
S,SM

)2 − 2MK

[
ASD
S,SMIm(C̃S)− β2

µRe
(
NLD
S

)
Re(C̃S)

]
+M2

K

{[
Im(C̃S)

]2

+ β2
µ

[
Re(C̃S)

]2
}
, (5.13)

B
(
K0
L → µ+µ−

)
∝
∣∣NLD

L

∣∣2 +
(
ASD
L,SM

)2 − 2MKRe(C̃S)
[
ASD
L,SM − Re

(
NLD
L

)]
+M2

K

{[
Re(C̃S)

]2

+ β2
µ

[
Im(C̃S)

]2
}
− 2ASD

L,SMRe
(
NLD
L

)
, (5.14)

4 Note that BµSγγ is denoted by AµSγγ in refs. [145,150].
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with

ASD
S,SM =

2mµ

MK

Im(CA,SM), ASD
L,SM =

2mµ

MK

Re(CA,SM), (5.15)

and

NLD
S =

2G2
FM

2
Wmµ

π2MK

Bµ
Sγγ, NLD

L =
2G2

FM
2
Wmµ

π2MK

AµLγγ, (5.16)

where md terms are discarded for simplicity. Note that in the MSSM, the correlation
between B(K0

S → µ+µ−) and B(K0
L → µ+µ−) depends on the unknown sign of AµLγγ.

On the other hand, if new physics produces only CS and CP = −CS (pure right-handed
MSSM), the two branching fractions are

B
(
K0
S → µ+µ−

)
∝ β2

µ

∣∣NLD
S

∣∣2 +
(
ASD
S,SM

)2 − 2MK

[
ASD
S,SMIm(CS) + β2

µRe
(
NLD
S

)
Re(CS)

]
+M2

K

{
[Im(CS)]2 + β2

µ [Re(CS)]2
}
, (5.17)

B
(
K0
L → µ+µ−

)
∝
∣∣NLD

L

∣∣2 +
(
ASD
L,SM

)2 − 2MKRe(CS)
[
ASD
L,SM − Re

(
NLD
L

)]
+M2

K

{
[Re(CS)]2 + β2

µ [Im(CS)]2
}
− 2ASD

L,SMRe
(
NLD
L

)
. (5.18)

It is shown that B (K0
L → µ+µ−) is the same as the pure left-handed one by a replacement

of CS → C̃S, while B (K0
S → µ+µ−) is not; the final terms of the first line have opposite

sign. Hence, the relations between the two branching fractions are different for left-handed
and right-handed new physics scenarios.

For those cases, the experimental measurement of B(K0
L → µ+µ−) [154],

B(K0
L → µ+µ−)EXP = (6.84± 0.11)× 10−9, (5.19)

imposes an upper bound on B(K0
S → µ+µ−). This bound can be alleviated if |CS| 6= |CP |

or if new physics is present simultaneously in the left-handed and right-handed Wilson
coefficients.

5.2.1.2 B(K0
S
→ µ+µ−)eff and direct CP asymmetry

Experimentally, an effective branching ratio of K0
S → µ+µ− [145] can also be accessed.

This includes an interference contribution with K0
L → µ+µ− in the neutral kaon sample,

B(K0
S → µ+µ−)eff = τS

(∫ tmax

tmin

dte−ΓStε(t)

)−1
[∫ tmax

tmin

dt

{
Γ(K0

S → µ+µ−)e−ΓSt

+
Df 2

KM
3
Kβµ

8π
Re
[
i
(
ASAL − β2

µB
∗
SBL

)
e−i∆MKt

]
e−

ΓS+ΓL
2

t

}
ε(t)

]
, (5.20)
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where the dilution factor D is a measure of the initial (t = 0) K0–K0 asymmetry,

D =
K0 −K0

K0 +K0
, (5.21)

and ε(t) is the decay-time acceptance of the detector. The second line of eq. (5.20)
corresponds to an interference effect between K0

L and K0
S, and for D = 0, B(K0

S →
µ+µ−)eff corresponds to B(K0

S → µ+µ−). The current experimental bound [146],

B(K0
S → µ+µ−)EXP < 8× 10−10 [90% C.L.], (5.22)

uses untagged K0 and K̄0 mesons produced in almost equal amounts, and hence D = 0
is assumed. A pure K0

L → µ+µ− background can be subtracted by a combination of
simultaneous measurement of K0

S → π+π− events and knowledge of the observed value
of B(K0

L → µ+µ−) in eq. (5.19) [145]. The decay-time acceptance of the LHCb detector
is parametrized by ε(t) = exp(−βt) with β ' 86 ns−1, and the range of the detector for
selecting K0 → µ+µ− is tmin = 8.95 ps= 0.1τS and tmax = 130 ps = 1.45τS.

Given the potential measurement of an effective branching ratio by different dilution
factors D > 0 and D′ < 0 using K− tagging and K+ tagging [145], respectively, the direct
CP asymmetry can be measured using the difference B(K0

S → µ+µ−)eff(D) − B(K0
S →

µ+µ−)eff(D′), which is a theoretically clean quantity that emerges from a genuine direct
CP violation. Here, the charged kaon is accompanied by the neutral kaon beam as, for
instance, pp → K0K−X or pp → K0K+X. Note that a definition of D′ is the same as
D in eq. (5.21) but charged kaons of opposite sign are required in the event selection.
Therefore, following direct CP asymmetry in K0

S → µ+µ− can be defined:

ACP (K0
S → µ+µ−)D,D′ =

B(K0
S → µ+µ−)eff(D)− B(K0

S → µ+µ−)eff(D′)

B(K0
S → µ+µ−)eff(D) + B(K0

S → µ+µ−)eff(D′)
. (5.23)

The indirect CP -violating contributions, numerically negligible when compared to the
CP -conserving and the direct CP -violating contributions [145], were discarded.

5.2.1.3 SM contributions

Within the SM, the Wilson coefficients are,

CA,SM = − [α2(MZ)]2

2M2
W

(V ∗tsVtdYt + V ∗csVcdYc) , (5.24)

C̃A,SM = CS,SM = C̃S,SM = CP,SM = C̃P,SM ' 0, (5.25)

where Yt = 0.950 ± 0.049 and Yc = (2.95 ± 0.46) × 10−4 [157]. Using the CKM matrix
tailored for probing the MSSM contributions, the SM prediction of ACP is obtained,

ACP (K0
S → µ+µ−)SM

D,D′ =

{
− 3.71(D−D′)

(10.53±3.01)−3.71(D+D′)
, (+)

3.98(D−D′)
(10.53±3.01)+3.98(D+D′)

, (−)
(5.26)

60



H, A

K0

sL/R

dR/L

g̃

s̃L/R

s̃R/L

d̃R/L

µ+

µ−

Figure 5.2: Feynman diagram of the leading (pseudo-)scalar MSSM contributions toK0
S →

µ+µ− and K0
L → µ+µ−, which include a gluino and a heavy Higgs boson. The black dot

is the corresponding mass insertion term.

where (+) and (−) correspond to the unknown sign of AµLγγ in eq. (5.10). The uncertainty
is totally dominated by Bµ

Sγγ [145] and it will be sharpened by the dispersive treatment

of K0
S → γ(∗)γ(∗) [158].

In the case where D′ = −D, achieved by the accompanying opposite-charged-kaon
tagging, the SM prediction of ACP is simplified:

ACP (K0
S → µ+µ−)SM

D,−D =

{ (
−0.704+0.156

−0.281

)
×D, (+)(

+0.756+0.302
−0.168

)
×D. (−)

(5.27)

5.2.1.4 MSSM contributions

In the MSSM, the leading contribution to CA, induced by terms of second order in the
expansion of the squark mass matrix of the chargino Z-penguin, is [129,159],

CA = − (α2)2

16M2
W

[(M2
U)LR]

∗
23 [(M2

U)LR]13

M4
2

l
(
xQ2 , x

u
2

)
, (5.28)

C̃A = 0, (5.29)

where xQ2 = m̃2
Q/M

2
2 and xu2 = m̃2

u/M
2
2 . The loop function l(x, y) [159] is defined in

appendix B.2.1. Here, contributions from the Wino-Higgsino mixing are omitted, since
they are considered to be small. Setting m̃2

Q = m̃2
u gives the MIA result of refs. [160,161].

The leading MSSM contributions to CS(P ) and C̃S(P ) in K0
S → µ+µ− and K0

L → µ+µ−

are shown in Figure 5.2.
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For CS and C̃S, it is obtained

CS =− 2

3

αsα2mµ

M2
W

µM3

M2
Am̃

2
d

(
δRRd

)
12

tan3 β

(1 + εg tan β)2(1 + ε` tan β)
G
(
x3
d, x

Q
d

)
− 2

3

αsα2mµ

M2
W

mb

ms

µM3m̃
2
Q

M2
Am̃

4
d

(
δRRd

)
13

(
δLLd
)

32

× tan3 β

(1 + εg tan β)[1 + (εg + εY y2
t ) tan β](1 + ε` tan β)

H
(
x3
d, x

Q
d

)
, (5.30)

C̃S =− 2

3

αsα2mµ

M2
W

µM3

M2
Am̃

2
Q

(
δLLd
)

12

tan3 β

(1 + εg tan β)2(1 + ε` tan β)
G
(
x3
Q, x

d
Q

)
− 2

3

αsα2mµ

M2
W

mb

ms

µM3m̃
2
d

M2
Am̃

4
Q

(
δLLd
)

13

(
δRRd

)
32

× tan3 β

(1 + εg tan β)[1 + (εg + εY y2
t ) tan β](1 + ε` tan β)

H
(
x3
Q, x

d
Q

)
+

(α2)2mµm
2
t

8M4
W

µAt
M2

Am̃
2
Q

V ∗tsVtd
tan3 β[1 + (εg + εY y

2
t ) tan β]2

(1 + εg tan β)4(1 + ε` tan β)
F
(
xµQ, x

u
Q

)
+

(α2)2mµ

4M2
W

µM2

M2
Am̃

2
Q

(
δLLu
)

12

tan3 β

(1 + εg tan β)2(1 + ε` tan β)
G
(
x2
Q, x

µ
Q

)
, (5.31)

with

εg =
2αs
3π

µM3

m̃2
Q

F
(
x3
Q, x

d
Q

)
, (5.32)

εY =
1

16π

µAt
m̃2
Q

F
(
xµQ, x

u
Q

)
, (5.33)

ε` ' −
3α2

16π
, (5.34)

where x3
d = M2

3/m̃
2
d, x

Q
d = m̃2

Q/m̃
2
d, x

3
Q = M2

3/m̃
2
Q, xdQ = m̃2

d/m̃
2
Q, xµQ = µ2/m̃2

Q, xuQ =
m̃2
u/m̃

2
Q, x2

Q = M2
2/m̃

2
Q, and xµQ = µ2/m̃2

Q. The loop functions F (x, y), G(x, y), and
H(x, y) are defined in appendix B.2.1. These results are consistent with ref. [162] in the
universal squark mass limit after changing the flavour and its chirality for B0

s decay. Here,
the following approximation is used

α ' β − π

2
, MH 'MA, (5.35)

where α is an angle of the orthogonal rotation matrix for the CP -even Higgs mass, and
MH (MA) is a CP -even (odd) heavy Higgs mass. The contributions to CP and C̃P are

CP = −CS, C̃P = C̃S. (5.36)

Note that the Wilson coefficients in the MSSM are given at the µSUSY scale, and there is
no QCD correction from the renormalization-group (RG) evolution at the leading order.
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5.2.2 Formalism

The followed notation is the one of refs. [162,163]. The right-handed down and up squarks
are denoted as D and U , respectively. Because of the SU(2)L doublet, the two left-handed
squarks are nearly degenerate, and are denoted as Q. The average of the Q, D, and U -
squark masses squared are denoted by m̃2

Q, m̃2
d, m̃

2
u, respectively.

5.2.2.1 Mass Insertion Approximation (MIA)

The off-diagonal terms of the squarks mass matrices can be parametrized in terms of the
so-called Mass Insertions, MIs, provided these terms are small enough, similarly to what
happens in perturbation theory. These MIs are defined as:

m̃2
Qδ

LL
d + diag(m̃2

Q) =
(
M2

D

)
LL

(5.37)

m̃2
Qδ

LL
u + diag(m̃2

Q) =
(
M2

U

)
LL

(5.38)

m̃2
dδ
RR
d + diag(m̃2

d) =
(
M2

D

)
RR

(5.39)

Hence: (
δLLd
)
ij

=
[(M2

D)LL]
ij

m̃2
Q

=
(m2

Q)ji

m̃2
Q

, (5.40)

(
δLLu
)
ij

=
[(M2

U)LL]
ij

m̃2
Q

=
(V m2

QV
†)ji

m̃2
Q

, (5.41)

(
δRRd

)
ij

=
[(M2

D)RR]
ij

m̃2
d

=
(m2

D)ij
m̃2
d

, (5.42)

where i 6= j, V is the Cabibbo–Kobayashi–Maskawa (CKM) matrix and M2
D,U are the

6×6 squark mass matrices. Note that the indices ij are inverted for LL. Comparison with
the SUSY Les Houches Accord 2 convention [164] is given in the appendix of ref. [162].

5.2.2.2 Coupling constants

The running coupling constants α1, α2, and α3 are defined as

α1 =
g2

1

4π
=

5

3

g′2

4π
, (5.43)

α2 =
g2

2

4π
=
g2

4π
, (5.44)

α3 =
g2

3

4π
=
g2
s

4π
, (5.45)

where g′, g, and gs are the U(1)Y , SU(2)L, and SU(3)C group coupling constants, re-
spectively. In the following, these couplings are evaluated at the µSUSY scale, defined as
µSUSY =

√
m̃QM3.
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5.2.2.3 Observables

As will be shown in the next subsections, the main MSSM contribution to B(K0
S → µ+µ−)

is proportional to
[(
δ
LL(RR)
d

)
12
µ tan3 βM3/M

2
A

]2

, where µ is the Higgs mixing parameter,

M3 is the gluino mass, tan β is the ratio of Higgs VEV and MA is the heavy Higgs mass,
considered to be almost degenerate with MH in this scenario. In order to constrain those
parameters, the following observables are calculated in addition to B(K0

S → µ+µ−):

• Observables sensitive, among others, to the off-diagonal mass insertion terms(
δ
LL(RR)
d

)
12

:

B(K0
L → µ+µ−) , ε′K/εK , εK , and ∆MK .5

• Observables sensitive to tan β and the heavy Higgs mass: R(B+ → τ+ντ ), R(K+ →
µ+νµ), ∆C7.

The definitions of R(B+ → τ+ντ ), R(K+ → µ+νµ), and C7 are [162]:

ε =
2αsµMg̃F (x3

Q, x
d
Q)

3πm̃2
Q

(5.46)

εl = −3
α2

16π
(5.47)

where

x3
Q =

M2
g̃

m̃2
Q

, xdQ =
m̃2
d

m̃2
d

(5.48)

R(B+ → τ+ντ ) = 1− m2
B+ tan β2

M2
H+(1 + ε tan β)(1 + εl tan β)

(5.49)

R(K+ → µ+νµ) = 1− m2
K+ tan β2

M2
H+(1 + ε tan β)(1 + εl tan β)

(5.50)

∆C7 = CNP
7 − CSM

7 , CSM
7 = −0.29 (5.51)

CNP
7 = CH±

7 + Cχ±

7 + C g̃
7 (5.52)

CH±

7 '
(

1− ε tan β

1 + ε tan β

1

2
h7(yt)

)
, yt = m2

t/M
2
H± (5.53)

4GF√
2
Cχ±

7 ' g2
2

m̃2

[
(δLLu )32

VtbV ∗ts

µM2

m̃2
f

(1)
7 (x2, xµ) +

m2
t

M2
W

Atµ

m̃2
f

(2)
7 (xµ)

]
tan β

(1 + ε tan β)
x2 =

|M2|
m̃2

, xµ =
|µ|
m̃2

(5.54)

5 The contributions to B(K → πνν) are controlled by an additional free parameter, the slepton mass,
and O(1) effects are possible in this scenario [165].
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Table 5.1: Physics observables constraints imposed in this study. The two different con-
straints on B(K0

L → µ+µ−)EXP/SM arise from an unknown sign of AµLγγ in eq. (5.10) (see
refs. [145,173]).

Observable Constraint

B(K0
S → µ+µ−)EXP/SM unconstrained

B(K0
L → µ+µ−)EXP/SM 1.00± 0.12 (+) [145,154,173]

0.84± 0.16 (−) [145,154,173]

∆M
EXP/SM
K 1± 1

ε
EXP/SM
K 1.05± 0.10 [154,174,175]

∆(ε′K/εK)EXP−SM [15.5± 2.3(EXP)± 5.07(TH)]× 10−4 [154,176]
B(B+ → τ+ντ )

EXP/SM 0.91± 0.22 [154]
B(K+ → µ+νµ)EXP/SM 1.0004± 0.0095 [154]

∆C7 −0.02± 0.02 [177]
tan β:MA plane ATLAS limits for hMSSM scenario [178]

LSP Lightest neutralino
BG 1± 3(TH) [160,179]

4GF√
2
C g̃

7 '
g2
s

m̃2

[
Mg̃

mb

(δRLd )32

VtbV ∗ts
g

(1)
7 (xg) +

Mg̃µ

m̃2

tan β

(1 + ε tan β)

(δLLd )32

VtbV ∗ts
g

(2)
7 (xg)

]
, xg =

M2
g̃

m̃2
.

(5.55)

The loop functions are defined in B.2.2, and the remaining observables are defined
in the following subsections. The CKM matrix is fitted excluding measurements with
potential sensitivity to MSSM contributions.

The constraints that are imposed on physics observables sensitive to the MSSM same
parameters as B(K0

S → µ+µ−) are listed in table 5.1, where the EXP/SM represents
the measured value over the SM prediction with their uncertainties. Due to the poor
theoretical knowledge of ∆MK , it is assigned a 100% theoretical uncertainty; thus, the
constraint imposed on this observable penalizes only O(1) effects. It is not counted as a
degree of freedom in the χ2 tests, so that the ∆MK constraint can only make the bounds
tighter, but never looser.

Remaining constraints can in principle be satisfied by adjusting the other parameters
of the model. In particular, B physics constraints not included in the list can be satisfied
by parameters unspecified in the scan (e.g. setting δ13 ≈ δ23 ≈ 0 and small At). The
relation of eq. (5.41) may induce non-zero up-type MIs in the B sector and hence modify
B0
s(d) → µ+µ−. These effects were checked and found to be negligible in the considered

scenarios. The large SUSY masses in our scan are typically beyond the reach of LHC.
The lattice values for (ε′K/εK)SM used are from refs. [166–169], although the con-

clusions extracted from this study remain largely unchanged if the χPT value from
refs. [170–172] is used instead. Both ε

EXP/SM
K and ∆(ε′K/εK)EXP−SM are discussed in

more detail in the following subsections.
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5.2.2.4 ε′K/εK

New physics models affecting ε′K/εK have recently attracted some attention, since lattice
results from the RBC and UKQCD collaborations [166–169] have been reporting 2–3σ
below [176, 180] the experimental world average of Re(ε′K/εK) [154]. This is consistent
with the recent calculations in the large-Nc analyses [181, 182]. Although the lattice
simulation [169] includes final-state interactions partially along the line of ref. [183], final-
state interactions have to be still fully included in the calculations in light of a discrepancy
of a strong phase shift δ0 [184–186]. Conversely, combining large-Nc methods with chiral
loop corrections can bring the value of ε′K/εK in agreement with the experiment [170–172].

The hadronic matrix elements used in this work come from lattice simulations. For
the χ2 test, the following constraint is used,

∆

(
ε′K
εK

)EXP−SM

≡ Re

(
ε′K
εK

)EXP

−
(
ε′K
εK

)SM

= [15.5± 2.3(EXP)± 5.07(TH)]× 10−4,

(5.56)

with (
ε′K
εK

)SM

→
(
ε′K
εK

)SM

+

(
ε′K
εK

)SUSY

, (5.57)

where the SM prediction at the next-to-leading order in ref. [176] is used. The experi-
mental value of εK is used in the calculation of the ratio.

Within the MSSM, the SUSY contributions to ε′K/εK are dominated by gluino box,
chargino-mediated Z-penguin, and chromomagnetic dipole contributions. The first two
contributions are represented by the same |∆S| = 1 four-quark effective Hamiltonian at
the µSUSY scale, which is:

Heff =
GF√

2

∑
q

4∑
i=1

[
Cq
iQ

q
i + C̃q

i Q̃
q
i

]
+ h.c., (5.58)

with

Qq
1 = (s̄d)V−A (q̄q)V+A , Q̃q

1 = (s̄d)V+A (q̄q)V−A ,

Qq
2 = (s̄αdβ)V−A (q̄βqα)V+A , Q̃q

2 = (s̄αdβ)V+A (q̄βqα)V−A ,

Qq
3 = (s̄d)V−A (q̄q)V−A , Q̃q

3 = (s̄d)V+A (q̄q)V+A ,

Qq
4 = (s̄αdβ)V−A (q̄βqα)V−A , Q̃q

4 = (s̄αdβ)V+A (q̄βqα)V+A , (5.59)

where (V ∓ A) refers to γµ(1∓ γ5), and α and β are color indices.
The Wilson coefficients from the gluino box contributions are leading contributions

when the mass difference between right-handed squarks exists [187,188]. They are shown
in appendix B.1.1 with their corresponding loop functions defined in appendix B.2.3.1.
Here, (δd)13(δd)32 terms are discarded for simplicity.
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The Wilson coefficients of the chargino-mediated Z-penguin are induced by terms of
second order in the expansion of MIA. These ones are shown in appendix B.1.2, where
the loop function l(x, y) is given by eq. (B.15).

The matching conditions to the standard four-quark Wilson coefficients [176] are

s1 = 0, s2 = 0,

s3 = 1
3

(
Cu

3 + 2Cd
3

)
, s4 = 1

3

(
Cu

4 + 2Cd
4

)
,

s5 = 1
3

(
Cu

1 + 2Cd
1

)
, s6 = 1

3

(
Cu

2 + 2Cd
2

)
,

s7 = 2
3

(
Cu

1 − Cd
1

)
, s8 = 2

3

(
Cu

2 − Cd
2

)
,

s9 = 2
3

(
Cu

3 − Cd
3

)
, s10 = 2

3

(
Cu

4 − Cd
4

)
.

(5.60)

The coefficients for the opposite-chirality operators, s̃1,...,10, are trivially found from
the previous ones by replacing Cq

1,2,3,4 → C̃q
1,2,3,4. Using the Wilson coefficients ~s =

(s1, s2, . . . , s10)T and ~̃s = (s̃1, s̃2, . . . , s̃10)T at the µSUSY scale, the dominant box and
penguin contributions to ε′K/εK are given by [176]

ε′K
εK

∣∣∣∣
box+pen

=
GFω+

2|εEXP
K |ReAEXP

0

〈 ~Qε′(µ)T 〉Û(µ, µSUSY)Im
[
~s− ~̃s

]
, (5.61)

with

ω+ = (4.53± 0.02)× 10−2, (5.62)

|εEXP
K | = (2.228± 0.011)× 10−3, (5.63)

ReAEXP
0 = (3.3201± 0.0018)× 10−7 GeV. (5.64)

The hadronic matrix elements at µ = 1.3 GeV, including I = 0 and I = 2 parts, are [176]

〈 ~Qε′(µ)T 〉 =
(

0.345, 0.133, 0.034,−0.179, 0.152, 0.288, 2.653, 17.305, 0.526, 0.281
)

(GeV)3,

(5.65)

and the approximate function of the RG evolution matrix Û(µ, µSUSY) is given in ref. [176].
Next, the |∆S| = 1 chromomagnetic-dipole operator that contributes to ε′K/εK is

Heff = C−g Q
−
g + h.c., (5.66)

with

Q−g = − gs
(4π)2

(
sσµνTAγ5d

)
GA
µν . (5.67)
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The complete expression for the Wilson coefficient C−g at the µSUSY scale is shown in
appendix B.1.3, where (δd)13(δd)32 terms are discarded for simplicity. The correspond-
ing loop functions I(x, y), J(x, y), K(x, y), L(x, y), M3(x), and M4(x) are defined in
appendix B.2.3.2.

The chromomagnetic-dipole contribution to ε′K/εK is [160]

ε′K
εK

∣∣∣∣
chromo

=
ω+

|εEXP
K |ReAEXP

0

(
1− Ω̂eff

) 11
√

3

64π2

M2
πM

2
K

fπ(ms +md)
ηsBGImC−g , (5.68)

where fπ = (130.2± 1.7) MeV [154], and [180,189,190]

Ω̂eff = 0.148± 0.080, (5.69)

ηs =

[
αs(mb)

αs(1.3 GeV)

] 2
25
[
αs(mt)

αs(mb)

] 2
23
[
αs(µ

SUSY)

αs(mt)

] 2
21

. (5.70)

According to refs. [160, 179], the hadronic matrix element for the chromomagnetic-
dipole operator into two pions, BG, is enhanced by 1/Nc ·M2

K/M
2
π from the large next-to-

leading-order corrections that it receives. Therefore, the leading order in the chiral quark
model, BG = 1, is implausible. In the following analyses, it is considered BG = 1± 3.

The other contributions are negligible [187]. The sub-leading contributions which
come from the gluino-mediated photon-penguin and the chargino-mediated Z-penguins
induced by terms of first order in the expansion of the squark mass matrix, have opposite
sign and practically cancel each other [187].

Finally, the SUSY contributions to ε′K/εK are given as(
ε′K
εK

)SUSY

' ε′K
εK

∣∣∣∣
box+pen

+
ε′K
εK

∣∣∣∣
chromo

. (5.71)

Note that the contributions to ε′K/εK from the heavy Higgs exchanges were discarded,
although they give the strong isospin-violating contribution naturally: the contribution is
enhanced by tan3 β for only down-type four-fermion scalar operators. These contributions
must be proportional to mdms which cannot be compensated by tan3 β, so that they
should be the higher-order contributions for ε′K/εK .

5.2.2.5 εK and ∆MK

Although εK is one of the most sensitive quantities to new physics, the SM prediction is
still controversial. Especially, the leading short-distance contribution to εK in the SM is
proportional to |Vcb|4 (cf., ref. [191]), whose measured values from inclusive semileptonic
B decays (B → Xc`

−ν) and from exclusive decays (B → D(∗)`−ν and Λb → Λc`
−ν) are

inconsistent at a 4.1σ level [174,192]. A recent discussion about the exclusive |Vcb| is given
in refs. [193–195].

In this paper, for the SM prediction, it is used [175]

εSM
K = (2.12± 0.18)× 10−3, (5.72)
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with

εK = eiϕεεSM
K , (5.73)

where ϕε = arctan (2∆MK/∆ΓK) = (43.51± 0.05)◦ [154]. This value and the uncertainty
are based on the inclusive |Vcb| [174], the Wolfenstein parameters in the angle-only-fit
method [196], and the long-distance contribution obtained by the lattice simulation [169].
Combining the measured value in eq. (5.63)

ε
EXP/SM
K = 1.05± 0.10(TH), (5.74)

on the χ2 test, with

εSM
K → εSM

K + εSUSY
K . (5.75)

Note that it is also imposed that Re(εK) > 0 from Re(εK) = (1.596± 0.013)× 10−3 [197].
Within the MSSM, the SUSY contributions to εK are dominated by gluino box di-

agrams. In this work, however, their suppressed region will be studied in detail. The
crossed and uncrossed gluino-box diagrams give opposite-sign contributions and there is
a certain cancellation region [187, 198], and/or simultaneous mixings of (δLLd ) and (δRRd )
can also produce the cancellation. Therefore, the sub-dominant contributions which come
from Wino and Higgsino boxes are also considered. The |∆S| = 2 four-quark effective
Hamiltonian at the µSUSY scale is [199]

Heff =
5∑
i=1

CiQi +
3∑
i=1

C̃iQ̃i + h.c., (5.76)

with

Q1 =
(
dγµPLs

) (
dγµPLs

)
, Q2 =

(
dPLs

) (
dPLs

)
, Q3 =

(
dαPLsβ

) (
dβPLsα

)
,

Q4 =
(
dPLs

) (
dPRs

)
, Q5 =

(
dαPLsβ

) (
dβPRsα

)
,

Q̃1 =
(
dγµPRs

) (
dγµPRs

)
, Q̃2 =

(
dPRs

) (
dPRs

)
, Q̃3 =

(
dαPRsβ

) (
dβPRsα

)
. (5.77)

The kaon mixing amplitude M
(K)
12 , ∆MK and εK are given by

M
(K)
12 =

〈K0|Heff|K0〉
2MK

, (5.78)

∆MK = 2Re[M
(K)
12 ], (5.79)

εK = κε
eiϕε√

2

Im[M
(K)
12 ]

∆MEXP
K

= eiϕεεSUSY
K , (5.80)

where κε = 0.94± 0.02 [200]. Using the latest lattice result [201], for the hadronic matrix
elements

〈K0| ~Q(µ)|K0〉 =
(

0.00211,−0.04231, 0.01288, 0.09571, 0.02452
)

(GeV)4, (5.81)
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with 〈K0|Q̃1,2,3(µ)|K0〉 = 〈K0|Q1,2,3(µ)|K0〉, where µ = 3 GeV and using ms(µ) =
(81.64± 1.17) MeV and md(µ) = (2.997± 0.049) MeV [201].

The leading-order QCD RG corrections are given by [202]

C1(µ) = ηK1 C1(µSUSY), (5.82)(
C2(µ)
C3(µ)

)
= X23η

K
23X

−1
23

(
C2(µSUSY)
C3(µSUSY)

)
, (5.83)(

C4(µ)
C5(µ)

)
=

(
(ηK1 )−4 1

3

[
(ηK1 )−4 − (ηK1 )

1
2

]
0 (ηK1 )

1
2

)(
C4(µSUSY)
C5(µSUSY)

)
, (5.84)

with

ηK1 =

[
αs(mb)

αs(µ)

] 6
25
[
αs(mt)

αs(mb)

] 6
23
[
αs(µ

SUSY)

αs(mt)

] 6
21

, (5.85)

ηK23 =

(
(ηK1 )

1
6(1−

√
241) 0

0 (ηK1 )
1
6(1+

√
241)

)
, (5.86)

X23 =

(
1
2

(
−15−

√
241
)

1
2

(
−15 +

√
241
)

1 1

)
. (5.87)

The QCD corrections to C̃1,2,3 are the same as C1,2,3.
The Wilson coefficients from the |∆S| = 2 gluino boxes are shown in appendix B.1.4

with their corresponding loop functions defined in appendix B.2.4.1. In the universal
squark mass limit, these results are consistent with ref. [162]. Here, the terms propor-
tional to [(M2

D)LR]12 or (δd)13(δd)32 are discarded for simplicity. As for the sub-leading
contributions to εK , the Wilson coefficients and their corresponding loop functions are
given in appendix B.1.5 and B.2.4.2, respectively.

5.2.3 Parameter scan

The MSSM parameter scan is performed with the framework Ipanema-β [203] using a
GPU of the model GeForce GTX 1080. The samples are a combination of flat scans plus
scans based on genetic algorithms [204]. The cost function used by the genetic algorithm
is the likelihood function with the observable constrains. In addition, aiming to get a
dense population in regions with B(K0

S → µ+µ−) significantly different from the SM
prediction, specific penalty contributions are added to the total cost function. Specific
scans at tan β ≈ 50 and MA ≈ 1.6 TeV are performed, as for those values the chances to
get sizable MSSM effects are larger. Three different scenarios are studied (for the ranges
of the scanned parameters see table 5.2):

• Scenario A: A generic scan with universal gaugino masses. No constraint on the
Dark Matter relic density is applied in this case, other than the requirement of
neutralino Lightest Supersymmetric Particle (LSP). The LSP is Bino-like in most
cases, although some points with Higgsino LSP are also found.
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Table 5.2: Scan ranges for scenario A, B (motivated by Higgsino Dark Matter) and C
(motivated by Wino Dark Matter). All masses are in TeV. The nuisance parameter BG

appears in the chromomagnetic-dipole contribution to ε′K/εK .

Parameter Scenario A Scenario B Scenario C
m̃Q [2, 10] [2, 10] [4, 10]

m̃2
Q/m̃

2
d [0.25, 4] [0.25, 4] [0.25, 4]

M3 [2, 10] [4.5, 15] [4, 15]
tan β [10, 50] [10, 50] [10, 50]
MA [1, 2] [1, 2] [1, 2]
|µ| [1, 10] 1 [5, 20]

M1
α1(µSUSY )
α3(µSUSY )

M3
α1(µSUSY )
α3(µSUSY )

M3 5

M2
α2(µSUSY )
α3(µSUSY )

M3
α2(µSUSY )
α3(µSUSY )

M3 3

BG [-2, 4] [-2, 4] [-2, 4]

Re
[
(δ
LL(RR)
d )12

]
[-0.2, 0.2] [-0.2, 0.2] [-0.2, 0.2]

Im
[
(δ
LL(RR)
d )12

]
[-0.2, 0.2] [-0.2, 0.2] [-0.2, 0.2]

• Scenario B: A scan motivated by scenarios with Higgsino Dark Matter. In this
scenario, the relic density is mostly function of the LSP mass, which fulfills the
measured density [205] at mχ0

1
≈ 1 TeV [50–52,206]. Thus, a scan is performed with

|µ| = 1 TeV < M1. Universal gaugino masses are assumed in this scenario, which
then implies that M3 > 4.5 TeV.

• Scenario C: A scan motivated by scenarios with Wino Dark Matter, which is pos-
sible in mAMSB or pMSSM, although it is under pressure by γ-rays and antiprotons
data [207]. In those scenarios, the relic density is mostly function of the LSP mass,
which fulfills the experimental value [205] at mχ0

1
≈ 3 TeV [50,208]. Thus, a scan is

made with M2 = 3 TeV < |µ|,M1,3. The Bino mass M1 is set to 5 TeV for simplicity.
Since it is only necessary in order to ensure that the LSP is Wino-like, any other
value above 3 TeV (such as, e.g., an mAMSB-like relation M1 ≈ 9.7 TeV) could
also be used without changing the obtained results. The lightest neutralino and the
lightest chargino are nearly degenerate, and radiative corrections are expected to
bring the chargino mass to be ≈ 160 MeV heavier than the lightest neutralino [209].

For simplicity, in all cases the trilinear couplings and the mass insertions (other than(
δ
LL(RR)
d

)
12

and
(
δLLu
)

12
) are set to zero, and µ is treated as a real parameter, with both

signs allowed a priori.
Further studies were also performed at the MFV limit, using RG equations induced

MIs in CMSSM. As expected, no significant effect is found in this case.
For the squark masses, it is considered that m̃Q = m̃u 6= m̃d. This set up is motivated

by the SUSY SU(5) grand unified theory, where Q and U -squark are contained in 10
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representation matter multiplet while D-squark is in 5 representation one. In general,
their soft-SUSY breaking masses are different and depend on couplings between the matter
multiplets and the SUSY breaking spurion field.

5.2.4 Results

5.2.4.1 χ2 computation

The total χ2 for each scan is computed as a sum over the contributions from the different
observables (x), as follows:

χ2 =
∑
x

χ2
x (5.88)

χ2
x =

(x− xmeas)2

(sTH
x )2 + (sEXP

x )2
(5.89)

where x is the computed observable, xmeas is the value of the corresponding constraint
(specified in table 5.1, and sEXP

x , sTH
x are the experimental and theoretical uncertainties

of said constraint. The number of degrees of freedom has been calculated as the number
of observables, not counting the nuisance parameter BG, the rigid bound on the tan β:MA

plane, and ∆MK , which are not Gaussian distributed.
In this subsection, the main results of the performed scans are shown. The points with

χ2 < 12.5, corresponding to 95% C.L. for six degrees of freedom (computed as described
above), are considered experimentally viable. Therefore, the χ2 requirement corresponds
to a 95% C.L. or tighter.

Similar plots are obtained applying a looser bound on the absolute χ2 accompanied
with a ∆χ2 < 5.99 across the plane being plotted. Due to the large theory uncertainty,
B(K0

L → µ+µ−) can go up to ≈ 1 × 10−8 at 2σ level. Values slightly above that limit
can still be allowed if they reduce the χ2 contribution in other observables. The allowed
regions are separated by the sign of AµLγγ in eq. (5.10). Results for ACP are also shown,
which could be experimentally accessed by means of a tagged analysis.

5.2.4.2 Effects from
(
δ
LL(RR)
d

)
12

separately

In this subsection, the effects with only left-handed(right-handed) MIs are shown, to
determine the regions of the MSSM parameter space in which either LL MIs or RR MIs
dominate6.

The obtained scatter plots for B(K0
L → µ+µ−) vs B(K0

S → µ+µ−) and B(K0
S → µ+µ−)

vs ε′K/εK are shown in Figure 5.3 and Figure 5.4 for Scenario A, Figure 5.5 and Figure 5.6
for Scenario B, and Figure 5.7 and Figure 5.8 for Scenario C. The points in the planes
correspond to predictions from different values of the input parameters. It should be

6As an example, MFV models the LL MIs can become non-zero after RGE, which does not happen
for RR MIs [162].
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Figure 5.3: Scenario A: B(K0
S → µ+µ−) vs B(K0

L → µ+µ−) for
(
δLLd
)

12
6= 0 and (M3 ·µ) >

0 (upper left),
(
δLLd
)

12
6= 0 and (M3 · µ) < 0 (upper right),

(
δRRd

)
12
6= 0 and (M3 · µ) > 0

(lower left), and
(
δRRd

)
12
6= 0 and (M3 · µ) < 0 (lower right). The cyan dots correspond

to AµLγγ > 0 and the orange crosses to AµLγγ < 0. The vertically hatched area corresponds
to the SM prediction for AµLγγ > 0 and the inclined hatched area corresponds to the SM
prediction for AµLγγ < 0.

noted that in such cases, the SUSY contributions to εK can be suppressed naturally in a
heavy gluino region (M3 & 1.5m̃Q) [187,198].

In Scenario A (see Figure 5.3) and Scenario C (see Figure 5.7), it can be seen that the
95% C.L. allowed regions for B(K0

S → µ+µ−) in light of the constraints listed in table 5.1
are approximately [0.78, 14]×10−12 for LL-only contributions, and [1.5, 35]×10−12 for RR-
only contributions, without any need of fine-tuning the parameters to avoid constraints
from B(K0

L → µ+µ−). The MSSM contributions are similar for RR and LL, and the
differences on the allowed ranges for B(K0

S → µ+µ−) arise from the interference with the
SM amplitudes in K0

S(L) → µ+µ−, which are shown in section 5.2.1.
The allowed regions for scenarios A and C are very similar to each other, although

marginally larger on A. It can also be seen that, in Scenario B (see Figure 5.5) the
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Figure 5.4: Scenario A:
ε′K
εK

vs B(K0
S → µ+µ−) for

(
δLLd
)

12
6= 0 and (M3 · µ) > 0 (upper

left),
(
δLLd
)

12
6= 0 and (M3 · µ) < 0 (upper right),

(
δRRd

)
12
6= 0 and (M3 · µ) > 0 (lower

left), and
(
δRRd

)
12
6= 0 and (M3 · µ) < 0 (lower right). The cyan dots correspond to

AµLγγ > 0 and the orange crosses to AµLγγ < 0. The deep purple band corresponds to the
experimental results and the hatched area to the SM prediction.

maximum departure of B(K0
S → µ+µ−) from the SM is smaller than in the other scenarios,

since CS,P ∝ µ and µ is small relative to squark and gluino masses. In the contributions to
(ε′K/εK)SUSY, the chromomagnetic-dipole contribution can be significant in both LL-only
and RR-only cases when µ tan β and BG have large values, while the box contributions can
be significant only via LL MIs [187]. Note that the penguin contributions to (ε′K/εK)SUSY

are neglected in the parameter scan. This is because, as shown in Section 5.2.2.4, the
sub-leading penguin contributions induced by terms of first order in the MIA practically
cancel each other. As for the terms of second order, they are considered very small (since
the MIs are small), thus being neglected.
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Figure 5.5: Scenario B, motivated by Higgsino Dark Matter with universal gaugino
masses: B(K0

S → µ+µ−) vs B(K0
L → µ+µ−) for

(
δLLd
)

12
6= 0 and (M3 ·µ) > 0 (upper left),(

δLLd
)

12
6= 0 and (M3 · µ) < 0 (upper right),

(
δRRd

)
12
6= 0 and (M3 · µ) > 0 (lower left),

and
(
δRRd

)
12
6= 0 and (M3 · µ) < 0 (lower right). The cyan dots correspond to AµLγγ > 0

and the orange crosses to AµLγγ < 0. The vertically hatched area corresponds to the SM
prediction for AµLγγ > 0 and the inclined hatched area corresponds to the SM prediction
for AµLγγ < 0.

The effective branching fraction and CP asymmetry are shown in Figure 5.9 for Sce-
nario A. The negative value of B(K0

S → µ+µ−)eff is compensated in data by inclusion
of the background events from K0

L → µ+µ−, so that the overall K0 → µ+µ− is always
positive. Correlation patterns of ACP with other observables can be seen in Figure 5.10,
where D′ = −D and D = 0.5 are chosen for simplicity. It is found that CP asymmetries
can be up to ≈ 6 (at D = 1), approximately eight times bigger than in the SM. The
largest effects are found in left-handed scenarios.
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Figure 5.6: Scenario B, motivated by Higgsino Dark Matter and universal gaugino masses:
ε′K
εK

vs B(K0
S → µ+µ−) for

(
δLLd
)

12
6= 0 and (M3 · µ) > 0 (upper left),

(
δLLd
)

12
6= 0 and

(M3 · µ) < 0 (upper right),
(
δRRd

)
12
6= 0 and (M3 · µ) > 0 (lower left), and

(
δRRd

)
12
6= 0

and (M3 · µ) < 0 (lower right). The cyan dots correspond to AµLγγ < 0 and the orange
crosses to AµLγγ > 0. The deep purple band corresponds to the experimental results and
the hatched area to the SM prediction.
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Figure 5.7: Scenario C (motivated by Wino Dark Matter): B(K0
S → µ+µ−) vs B(K0

L →
µ+µ−) for

(
δLLd
)

12
6= 0 and (M3 ·µ) > 0 (upper left),

(
δLLd
)

12
6= 0 and (M3 ·µ) < 0 (upper

right),
(
δRRd

)
12
6= 0 and (M3 ·µ) > 0 (lower left), and

(
δRRd

)
12
6= 0 and (M3 ·µ) < 0 (lower

right). The cyan dots correspond to AµLγγ > 0 and the orange crosses to AµLγγ < 0. The
vertically hatched area corresponds to the SM prediction for AµLγγ > 0 and the inclined
hatched area corresponds to the SM prediction for AµLγγ < 0.
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Figure 5.8: Scenario C, motivated by Wino Dark Matter:
ε′K
εK

vs B(K0
S → µ+µ−) for(

δLLd
)

12
6= 0 and (M3 · µ) > 0 (upper left),

(
δLLd
)

12
6= 0 and (M3 · µ) < 0 (upper right),(

δRRd
)

12
6= 0 and (M3 · µ) > 0 (lower left), and

(
δRRd

)
12
6= 0 and (M3 · µ) < 0 (lower

right). The cyan dots correspond to AµLγγ > 0 and the orange crosses to AµLγγ < 0. The
deep purple band corresponds to the experimental results and the hatched area to the
SM prediction.
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Figure 5.9: Scenario A,
(
δLLd
)

12
6= 0 and (M3 · µ) < 0. Plots of ACP (K0

S → µ+µ−) vs D
(left) for the case D = −D′ (D > 0) where the cyan dots correspond to AµLγγ > 0, the
orange crosses to AµLγγ < 0, and the deep purple bands correspond to the SM predictions
in eq. (5.27). B(K0

S → µ+µ−)eff vs D (right).
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Figure 5.10: ACP vs B(K0
S → µ+µ−) (left) and vs ε′K/εK (right). The top panels cor-

respond to Scenario A,
(
δLLd
)

12
6= 0 and (M3 · µ) < 0. The bottom panels correspond

to Scenario B,
(
δLLd
)

12
6= 0 and (M3 · µ) > 0. The plots are done for D = −D′ = 0.5 .

The cyan dots correspond to AµLγγ > 0 and the orange crosses to AµLγγ < 0. The deep
purple bands correspond to the experimental value of ε′K/εK , the vertically hatched areas
correspond to the SM prediction for AµLγγ > 0 and the inclined hatched areas to the SM
prediction for AµLγγ < 0 .
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5.2.4.3 Floating LL and RR MIs simultaneously

A priori, one possibility to avoid the constraint from B(K0
L → µ+µ−) is to allow simul-

taneously for non-zero LL and RR mass insertions. This way both CS(P ) and C̃S(P ) are
non-zero and eqs. (5.13)–(5.18) do not hold. Tuning the values of the MIs, regions in which
the MSSM contributions to B(K0

S → µ+µ−) do not alter B(K0
L → µ+µ−) significantly

(thus satisfying the experimental bound) can be found. Choosing for example

Re
[(
δLLd
)

12

]
= −Re

[(
δRRd

)
12

]
, Im

[(
δLLd
)

12

]
= Im

[(
δRRd

)
12

]
, (5.90)

then the SUSY contributions to B(K0
L → µ+µ−) are cancelled, while the SUSY contri-

butions to B(K0
S → µ+µ−) are maximized (see eqs. (5.3)–(5.7)). However, it is known

that in those cases the bounds from ∆MK and εK are very stringent. Fine-tuned regions
with B(K0

S → µ+µ−) > 10−10, or even at the level of the current experimental bound of
8 × 10−10 at 90% C.L. [146] (consistent with all the listed constraints) while targetting
large values of B(K0

S → µ+µ−), can be found using genetic algorithms with cost functions.
These points are located along very narrow strips in the

(
δLLd
)

12
vs
(
δRRd

)
12

planes,
as shown in Figure 5.11. The figure corresponds to Scenario C as it is the one with
higher density of points at large values of B(K0

S → µ+µ−) and the pattern observed in
Scenario A is nearly identical. A particularly favorable region corresponds to |(δLLd )12| ≈
2|(δRRd )12| ∼ 0.03 and arg

[
(δLLd )12

]
≈ −arg

[
(δRRd )12

]
+ π, which is in the vicinity of

eq. (5.90), and with δLLu given by the symmetry relation of eq. (5.41). They also favor
narrow regions in the squark vs gluino masses planes as shown in Figure 5.12. The values
close to the experimental upper bound can still be obtained even if the constraint on
∆MK is significantly tightened.

Using the SM prediction for εK provided in ref. [174]:

ε
EXP/SM
K = 1.41± 0.16(TH), (5.91)

it is found that it is easier to accommodate LL and RR MIs of similar sizes, and fine-tuned
regions with B(K0

S → µ+µ−) > 10−10 are found with higher chances. The shapes of the
strips in the mass insertion planes do not change substantially. Notice however that this
prediction, that is obtained using |Vcb| from exclusive decays, is less consistent with data
than the one that was used previously.
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Figure 5.11: Scatter plots of the real (upper left) and the imaginary (upper right) parts
of the mass insertions

(
δRRd

)
12

and
(
δLLd
)

12
for B(K0

S → µ+µ−) > 2 × 10−10, of the real

vs imaginary
(
δRRd

)
12

(lower left) and of the real vs imaginary
(
δLLd
)

12
(lower right). All

points in the plane pass the experimental constraints defined in section 5.2.2. The up-
type MI (δLLu )12 is given by eq. (5.41). The plots correspond to Scenario C, with a sample
of 4378 points with B(K0

S → µ+µ−) > 2 × 10−10 and χ2 < 12.5, produced after 6M
generations of 200k points each. The pattern observed in Scenario A is very similar.

82



Figure 5.12: Scatter plot of the squark and gluino masses for B(K0
S → µ+µ−) > 2×10−10

taking into account the constraints defined in section 5.2.2. Left: Scenario A, Right:
Scenario C. The χ2 cut in Scenario A has been relaxed to 14 to increase the density of
points.
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5.2.4.4 Non-degenerate Higgs masses

The results so far have been obtained in the MSSM framework, in which |CS| ≈ |CP |, due
to the mass degeneracy MH ≈ MA. In models in which such degeneracy can be broken,
the constraint that B(K0

L → µ+µ−) imposes to B(K0
S → µ+µ−) becomes looser the more

those two masses differ. This happens for example at low values of MA in the MSSM,
and requiring tan β to be small to avoid constraints from tan β : MA planes from LHC.
Those regions are more difficult to study, since it would require a detailed specification of
the MSSM and test it against bounds of the Higgs sector. The mass degeneracy is also
broken in extensions such as NMSSM. According to the scans performed, on those cases
values of B(K0

S → µ+µ−) > 10−10 could be reached for mass differences of O(33%) or
larger without fine-tuning the MIs.

5.2.5 Conclusions

The MSSM contribution to B(K0
S → µ+µ−) for non-zero (δLLd )12 and (δRRd )12 mass inser-

tions has been studied, motivated by the experimental value of ε′K/εK , and in the large
tan β regime. It is found that MSSM contributions to B(K0

S → µ+µ−) can surpass the
SM contributions [B(K0

S → µ+µ−)SM = 5.18 × 10−12] by up to a factor of seven (see
Figure 5.3), reaching the level of 3.5× 10−11 even for large SUSY masses, with no conflict
with existing experimental data, and are detectable by LHCb. This is also the case even
if ε′K/εK turns out to be SM-like as predicted by refs. [170–172]. Figures of correlations
between B(K0

S → µ+µ−) and other observables have been provided for different regions
of the MSSM parameter space, and can be used to understand which scenarios are more
or less favoured, depending on the experimental outcomes. The 3.5 × 10−11 bound is
due to the combined effect of ∆MK , εK , and K0

L → µ+µ− constraints. Such bound is
not rigid, and fine-tuned regions can bring the branching fraction above the 10−10 level,
even up to the current experimental bound; the largest deviations from SM are found at
|(δLLd )12| ≈ 2|(δRRd )12| ∼ 0.03 and arg

[
(δLLd )12

]
≈ −arg

[
(δRRd )12

]
+π for large squark and

gluino masses. The the CP asymmetry of K0 → µ+µ− can be significantly modified by
MSSM contributions, being up to eight times bigger than the SM prediction in the pure
LL case. It should be noted that, for simplicity, only the main contributions in the large
tan β regime have been considered. Discarded terms could, in principle, provide even
more flexibility to the allowed regions.
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5.3 K0
S
→ π0µ+µ− Sensitivity study

The decay K0
L → π0µ+µ− has been shown to be sensitive to, for example, models with

extra dimensions [210]. However, the potential for this decay to constrain scenarios beyond
the Standard Model is limited by the large SM uncertainty on its branching fraction
prediction [210],

B(K0
L → π0µ+µ−)SM = {1.4± 0.3; 0.9± 0.2} × 10−11. (5.92)

The two numbers in the brackets correspond to two theoretical solutions, depending on
whether constructive or destructive interference between the contributing waves (long-
distance and short-distance) is present. The reason for the large theoretical uncertainty on
B(K0

L → π0µ+µ−)SM is the limited precision on the chiral-perturbation-theory parameter
|aS| [210]:

B(K0
L → π0l+l−)SM =

(
C l

dir ± C l
int|aS|+ C l

mix|aS|2 + C l
γγ + C l

S

)
× 10−12 (5.93)

where the coefficients in Eq. 5.93 describe the short-distance direct CP-violating contri-
bution (C l

dir), the long-distance indirect CP-violating term (C l
mix), a long-distance CP-

conserving correction (C l
γγ), the interference between direct and indirect CP-violating

amplitudes (C l
int) and additional contributions due to scalar operators (C l

S) [210].
An improved measurement of B(K0

S → π0µ+µ−) will reduce this uncertainty, since it
can be calculated from the following expression [211]:

B(K0
S → π0µ+µ−) = [0.07−4.52aS−1.50bS +98.7a2

S +57.7aSbS +8.95b2
S]×10−11. (5.94)

Assuming vector-meson dominance, bS = 0.4aS [211]. Hence [212]:

B(K0
S → π0µ+µ−) ' 1.2× 10−9a2

S. (5.95)

The most precise measurement of B(K0
S → π0µ+µ−) was performed by the NA48 experi-

ment at CERN [213], which obtained

B(K0
S → π0µ+µ−) = (2.9+1.5

−1.2(stat)± 0.2(syst))× 10−9. (5.96)

5.3.1 Analysis strategy

Decays of the K0
S in LHCb are characterized by decay vertices separated from the interac-

tion point7, and with tracks having an average transverse momentum significantly lower
than those from b and c decays.

Muon candidates are combined into µ+µ− pairs. Then a π0 can be added to the dimuon
pair to make a fully reconstructed K0

S decay. However, since the reconstruction efficiency
of the π0 is limited, events in which no π0 is found are also considered, based only on the

7The K0
S at LHC typically decays after traversing tens of centimeters to even several meters.
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Figure 5.13: Feynman diagram of the process K0 → π0µ+µ−.

dimuon information. This leads to two independent analyses: one for the events in which
all decay products are considered (hereafter FULL) and one in which only the dimuon pair
is used (hereafter PARTIAL). The reconstructed candidates are then passed through a
selection algorithm followed by a Boosted Decision Tree (BDT) classification, to reduce the
high level of background. These decision trees (see for example Refs. [214,215]) contain a
set of cuts. The decisions about the cuts are made are called nodes and the return values,
leaves. The boosting terms refers to the combination of weak learners (algorithms that
provide a separation only slightly correlated with the samples) into a common strong
learner. This is done assigning different weights to the events from one learner to the
other, depending on whether they were misclassified or not.

The properties of the K0
S → π0µ+µ− decays are studied using simulated samples with

a differential decay rate modeled according to the SM prediction in Ref. [211]:

A(K(k)→ π(p)l+(p+)l−(p−)) = − e2

M2
K(4π)2

W (z)(k + p)µūl(p−)γµν̄l(p+) (5.97)

where:

• W (z) is a form factor, W (z) = GFM
2
KW

pol(z) + W ππ(z), z = (k − p)2/M2
K , with

W pol(z) = aS + bSz basically a constant and W ππ(z) a dipion term, as shown in
Figure 5.14.

• ūl(p−)γµν̄l(p+) is a spinor-gamma-spinor product.

The model was implemented in EvtGen [216] and cross-cheked using qft++ [217] and a
custom python code.

The corresponding µµ mass distribution, mµµ, as well as the dependence of the (cosine
of the) dimuon helicity angle, cos θµ (see the angle definitions in Figure 5.15), on mµµ are
shown in Figure 5.16.
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Figure 5.14: Feynman diagram of the process K → π0µ+µ−.
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Figure 5.15: Definition of the helicity angles in the K0
S rest frame.
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Figure 5.16: mµµ distribution (left), and the dimuon helicity angle depending on mµµ

(right).

The BDT is trained with simulated signal events and combinatorial background events
from the existing LHCb data. Details on the variables used in the BDT are given in Section
5.3.2.3. Since the main goal of this study is to evaluate the sensitivity for the LHCb
upgrade, where the trigger efficiency is expected to be very high, trigger unbiased data
samples are preferred. Therefore, the events are obtained from the Trigger Independent
of Signal (TIS) [218] category of the LHCb trigger. This means that the tracks and
clusters of the reconstructed candidate are not needed to fire the trigger at any level,
because another object in the underlying event already fired it. This ensures an almost
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trigger unbiased data set, while still providing a sample much larger than random selection
triggers.

The expected signal yield is obtained assuming the NA48 central value for B(K0
S →

π0µ+µ−), normalizing the signal yield with respect to K0
S → π+π− as

N(K0
S → π0µ+µ−)

N(K0
S → π+π−)

=
B(K0

S → π0µ+µ−)εK0
S→π0µ+µ−

B(K0
S → π+π−)εK0

S→π+π−
, (5.98)

where the observed K0
S → π+π− yield is extracted from data and the efficiency ratio,

ε
K0

S
→π0µ+µ−

ε
K0
S
→π+π−

, is obtained from simulation.

The B(K0
S → π0µ+µ−) sensitivity is measured in a pseudo-experiment study. First,

the signal and background yields are extrapolated for a desired expected luminosity and
trigger efficiency, then pseudo-experiments are generated according to those yields. The
B(K0

S → π0µ+µ−) uncertainty is obtained from a fit to the K0
S candidate mass distribution

of the pseudo-experiments, using the signal and background models obtained from MC and
the fit to the available LHCb data, respectively. The mass fit range is [420, 580] MeV/c2.

5.3.2 Reconstruction and selection

Pairs of muon candidates are reconstructed combining opposite-charged tracks with hits
in the vertex locator (VELO), trigger tracker, tracker stations, and muon chambers. In
addition, the tracks are required to be separated by at least 6σ from any p − p collision
point in the event. Tracks with transverse momentum lower than 80 MeV/c are rejected.
A dimuon candidate pair can be combined with a π0 candidate to build a K0

S candidate.
The events in which the entire decay chain is used are classified as FULL.

Requiring a well-reconstructed π0 implies an inefficiency penalty of a factor ten. Thus,
a complementary strategy in which only the dimuon information is used, PARTIAL, is
also investigated. Indeed, the constraints on the π0 mass and the K0

S momentum are
sufficient to create a peaking distribution if there is an estimate of the typical value of the
π0 longitudinal momentum, pz, (8.9 GeV/c), as shown in Figure 5.17. This value is the
one that provides the best kaon candidate mass resolution in the pz range between 0 and
30 GeV/c. A comparison of the reconstructed mass resolution between FULL and PAR-
TIAL is difficult due to the asymmetric and non-Gaussian distribution of the PARTIAL
case. To get an estimate, the corresponding FWHM values are calculated. In the FULL
case, it is 23.3 MeV/c2 and in the PARTIAL 40.6 MeV/c2.

Details on the trigger (Section 5.3.2.1), stripping (Section 5.3.2.2) and offline selections
(Section 5.3.2.3) applied to data and simulation are given in this section.
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Figure 5.17: Comparison between the FULL (solid red) and PARTIAL (dashed green)
kaon candidate mass distributions.
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5.3.2.1 Trigger selection

In order to emulate the behavior of a 100% trigger efficiency, only TIS events, as
defined in Section 5.3.1, are retained. These come from all the physical trigger-
lines required to be TIS at L0, Hlt1 and Hlt2 stages. Examples of such lines
are Hlt1TrackMuonDecision, Hlt1DiMuonLowMassDecision, Hlt2DiMuonSoftDecision,
Hlt2DiMuonDetachedDecision.

5.3.2.2 Stripping selection

The stripping selection lines for the K0
S → π0µ+µ−and K0

S → π+π− candidates are

• StrippingK0s2Pi0MuMuLines: used for the FULL K0
S → π0µ+µ−category

• TriggerTestLine (in StrippingRareNStrange): used for the PARTIAL K0
S →

π0µ+µ−category.

Both stripping lines use the same selection criteria for K0
S → π+π−. The PARTIAL

selection does not require any information about a reconstructed π0. Some requirements
had to be tightened in order to keep the background at a manageable level. These include a
lower distance of closest approach between the two muon tracks; a minimum requirement
on the K0

S vertex quality, χ2 < 9; a higher minimum requirement on the K0
S vertex

detachment from the interaction point; and minimum radial, z- and absolute distance
requirements between the K0

S vertex and the interaction point. The PARTIAL analysis
is tested in Stp26, while the FULL is tested in Stp21. The stripping criteria for all lines
are summarized in Table 5.3. They are as follows:

• The K0
S → π+π− sample is prescaled by a factor of 0.001 due to its large size.

• The charged-particle containers StdAllLooseMuons (all charged tracks compatible
with being a muon) and StdNoPidsPions (with standard selection, not including
cuts on the PID variables) are used.

• Only resolved (the two photon candidates are distinct) π0 candidates are used, as the
merged (where the two photon candidates overlap forming a “merged cluster” in the
calorimeter) contribute only with additional 2.9%. These are reconstructed from γ
candidate pairs that correspond to two independent clusters in the calorimeter. Each
photon candidate is required to have a transverse momentum of at least 200 MeV/c
and the pion candidate a mass within 30 MeV/c2 of the world average π0 mass.

• M(K0
S ): K0

S candidate mass is required to be in the range [400, 600] MeV/c2 for the
FULL and K0

S → π+π− samples.

• M(µ+µ−): The dimuon candidate mass for the PARTIAL sample is required to
be smaller than 450 MeV/c2 to reduce the contribution from misidentified K0

S →
π+π−. This is a loose requirement, given that the maximum dimuon mass, without
considering the detector response, is mK0

S
−mπ0 = 362 MeV/c2.

90



• K0
S TOF: Proper decay time of the K0

S candidate given in a fraction of the K0
S

lifetime. This variable is computed using the reconstructed momentum of the K0
S

candidate and the distance between the reconstructed secondary (SV) and primary
(PV) vertices.

• K0
S IP: The K0

S candidate must be compatible with the PV, asking for a low impact
parameter with respect to PV.

• µ+µ− DIRA: Forward K0
S decay, requiring a positive cosine of the polar direction

angle (DIRA).

• µ+µ− DOCA: Good reconstruction quality of the SV required asking for a low
distance of closest approach (DOCA) of the two daughter tracks.

• Daug. Track χ2/ndof : Good reconstruction quality of the muon/pion tracks is
required using the χ2/ndof of the track fit. This is the standard cut of long tracks
in LHCb.

• Daug. IPχ2 : Daughters must not be compatible with coming directly from the PV,
by requiring a high impact parameter χ2, which is defined as the difference of the
χ2 of the PV fit obtained with and without the considered track.

• Daug. Track ghost prob.: accounts for the probability that a track does not corre-
spond to a track from a single charged particle.

• Daug. PID: The DLL µ − π (log(Pµ/Ppi)) is used to increase the muon purity at
stripping level.

• Vertex ρ: The radial distance between the dimuon vertex in LHCb coordinates.

• Vertex z: The distance in z (LHCb coordinates).

• Vertex χ2/ndof : A good-quality vertex is assured by placing a requirement on its
fit quality.

• δz: Distance from the end vertex of the particle and the related primary vertex.

• cosα: Cosine of the angle between the K0
S momentum and the direction fo flight

from the best PV to the decay vertex.

• IPmax/δz.

The candidates were selected using three Strippings:

• Stripping 21: used for 2011/2012 data

• Stripping 26: used for 2016 data.
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Table 5.3: The K0
S → π0µ+µ− and K0

S → π+π− selection cuts performed in the stripping
phase. The definitions of the variables is given in the text.

Variables K0
S
→ π0µ+µ− K0

S
→ π0µ+µ− K0

S
→ π+π−

FULL PARTIAL
Stripping line K0s2Pi0MuMuLines TriggerTestLine K0s2Pi0MuMuLines

RareNStrange
Prescale 1 1 0.001
Input Particles StdAllLooseMuons StdAllLooseMuons StdNoPidsPions

StdLooseResolvedPi0
M(K0

S ) [400, 600] MeV/c2 - [400, 600] MeV/c2

M(µ+µ−) - < 450 MeV/c2

K0
S TOF > 0.06τ > 0.06τ > 0.1τ

K0
S IP < 0.9 mm - < 0.4 mm

µ+µ− DIRA > 0 s > 0 s > 0 s

µ+µ− DOCA < 0.3 mm < 0.1 mm < 0.3 mm

Daug. Track χ2/ndof < 5 <5 < 5
Daug. IPχ2 > 36 > 60 > 100
Daug. Track ghost prob. - < 0.1 -
Daug. PID - > 0 -
Vertex ρ - > 4 mm -
Vertex z - > 650 mm -
Vertex χ2/ndof - < 9 -
δz - > 0 mm -
cosα - > 0 -
IPmax/δz - < 1/60 s−1 -

Additional constraints are applied to the sample after the stripping and trigger se-
lections. The mass resolution is improved by constraining the π0 candidate mass to the
world average π0 mass, and by constraining the three-momentum vector of the K0

S to
point back to the production vertex. For the PARTIAL candidates, a momentum vector
with an absolute value of 8.9 GeV/c is used as a representative of the π0 momentum when
calculating the invariant mass. As a consequence of these kinematic constraints, the K0

S

candidate mass resolution depends only weakly on the π0 momentum.
Further selection requirements are applied to reduce the amount of data to analyze,

fulfill the rate requirements for LHCb offline processing and reduce the amount of back-
ground. These include a K0

S candidate lifetime of at least 1 ps, and removing events in the
kinematic region of Λ → pπ and K0

S → π+π− in the Armenteros-Podolanski plane [219].
The total reconstruction and selection efficiency for the FULL channel is 5.47×10−4. The
total reconstruction and selection efficiency for the PARTIAL analysis is 3.0× 10−3, well
above that of the FULL, but at a cost of an increased background yield.
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5.3.2.3 BDT Training

A BDT is used to separate signal from combinatorial background. It is trained with MC
events (signal class) and a part of the data that is not used in the fit (combinatorial back-
ground class, outside the fit range, [420, 580] MeV/c2). The BDT uses information about
the geometrical properties of the events, kinematics, track quality, and muon identifica-
tion quality. The BDT response for signal and background for both FULL and PARTIAL
is shown in Figure 5.18.
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Figure 5.18: BDT response both for signal (solid red) and background (dashed black).
Right: FULL channel. Left: PARTIAL channel. Signal and background are normalized
to the same area.

Before the BDT training, the following cuts are applied to the data to reduce the
amount of background while keeping most of the signal:

• Number of hits in the Trigger Tracker greater than 0.1 for both muons

• ProbNN (standard Multivariate Analysis used for PID at LHCb) for the muons
greater than 0.05

• Lifetime of the K0
S greater than 1 ps

• Invariant mass of the decay result smaller than 490 MeV

• Kinematic cut in the Armenteros-Podolanski plane, removing Λ → pπ and K0
S →

π+π−

The input MVA variables used are divided into continuous variables and discrete variables.
The continuous variables are gaussianized, decorrelated, and gaussianized again [220].
Then the gaussianized and the discrete variables are inputs for the BDT training. The
set of variables common to the FULL and PARTIAL cases consists of:

• Distance of closest approach (DOCA)
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• K0
S flight distance significance.

• χ2 of µ track fit

• Vertex χ2

• K0
S pT

• K0
S impact parameter significance (difference in the χ2 of the fit of the vertex ob-

tained with and without the introduction of the track in the fit)

• Impact parameter significance of the muons with respect to any PV in the event

• PID variables for muons

• Hits in VELO

• Hits in Inner Tracker

• Hits in Trigger Tracker

• Hits in Outer Tracker

• Secondary Vertex coordinates

Apart from these, there are inputs that are specifically used for FULL.

FULL:

• Angle between µµ and γγ planes

• π0mass

• Helicity angles (as defined in Figure 5.15).

The ROC (Receiver Operating Characteristic) curves obtained for both cases are rep-
resented in Figure 5.19. Finally, in Figures 5.20, 5.21, 5.22 and 5.23, the histograms for
signal and background of the BDT input variable distributions are shown for the FULL
and PARTIAL categories, respectively. The fraction of MC signal K0

S coming from b or c
decays is found to be less than a per mil.

Applying a cut on the BDT, BDT > 0.6, a 40% of signall efficiency is obtained, while
rejecting 99.3% (99.8%) of the background for the FULL (PARTIAL) strategy. The events
are thus classified in the four equally populated bins of the BDT response that pass the
cut. The binning is done to improve the sensitivity. The signal yields are obtained in a
simultaneous fit of the mass distribution in each BDT bin, as described in the following
sections.
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Figure 5.20: BDT input variable distributions for signal (red) and background (black) for
the FULL case.
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Figure 5.21: BDT input variable distributions for signal (red) and background (black) for
the FULL case.
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Figure 5.22: BDT input variable distributions for signal (red) and background (black) for
the PARTIAL case.

98



mu2_hitsInIT
0 5 10 15

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

mu1_hitsInIT
0 5 10 15

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

mu1_hitsInTT
0 2 4 6 8

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

mu2_hitsInTT
0 2 4 6 8

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

mu1_hitsInV
5 10 15 20 25

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18
0.2

0.22

mu2_hitsInV
5 10 15 20 25

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18
0.2

0.22

SV1
-40 -20 0 20 40

0

0.01

0.02

0.03

0.04

0.05

0.06

SV2
-40 -20 0 20 40

0

0.01

0.02

0.03

0.04

0.05

SV3
0 200 400 600

0
0.002
0.004
0.006
0.008

0.01
0.012
0.014
0.016
0.018
0.02

Figure 5.23: BDT input variable distributions for signal (red) and background (black) for
the PARTIAL case.
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5.3.3 Background sources

Several sources of background are investigated to assess their relevance for a measurement
of B(K0

S → π0µ+µ−):

• K0
S → π+π− decays, where both pions are misidentified as muons, and in the case of

the FULL category, combined with a random π0 from the underlying event. These
decays have a mass larger than that of the K0

S and do not enter the fit region, except
for potential residual tails that effectively add up to the combinatorial background.
No evidence for K0

S → π+π− background is seen for the BDT region being fitted.

• K0 → µ+µ−γγ decays. This background was considered in the NA48 analysis [213].
Nevertheless, its contribution at LHCb is found to be negligible: in the case of the
K0

L decay (with a branching fraction of 1.0+0.8
−0.6 × 10−8 [1]) the upper decay time

acceptance introduces an effective 10−3 reduction with respect to K0
S and hence the

effective B(K0
L → µ+µ−γγ) becomes as low as 10−11. There is no experimental

measurement of B(K0
S → µ+µ−γγ), however, since the process is dominated by the

two-photon exchange8, it can be estimated as:

B(K0
S → µ+µ−γγ) =

B(K0
S → γγ)

B(K0
L → γγ)

B(K0
L → µ+µ−γγ) ∼ 4.8× 10−11 (5.99)

and is thus negligible.

• K0
L → π0π+π− decays. The mass distribution of these decays is shown in Figure 5.27

as obtained in simulation. Since there is no evidence of this background in the data,
it is neglected. Including a K0

L → π0π+π− component to the observed background,
modeled using a Landau function with parameters fixed to those obtained from
simulation at the stripping filtered level (see Figures 5.25, 5.24), does not change
significantly the sensitivity estimates (see Figure 5.26). The K0

S counterpart has a
branching fraction of 3.5× 10−7 and thus is about four orders of magnitude smaller
than K0

L → π0π+π−. In general, no sign of a resonant structure in the π+π−π0 is
seen on data.

• K0 → π±µ∓ν decays, where π± → µ∓ν, and in the case of the FULL category,
combined with a random π0 from the underlying event. The branching fraction for
this decay is of the order of 10−4 for K0

S and 10−1 for K0
L [29], several orders of

magnitude above the one for K0
S → π0µ+µ−. Therefore, it constitutes an important

source of background for K0
S → π0µ+µ−, especially for high values of the BDT. Nev-

ertheless, the sensitivity is obtained from data, thus meaning that this background
is already accounted for. The full analysis will contain a more detailed study of this
background source using simulation samples.

8Isidori and D’Ambrosio, private communication.
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• Combinatorial background. Combinatorial background is considered to be com-
posed by random combination of tracks, including those generated by pseudo-
random combinations of hits during the pattern recognition. It has a monotonic
shape across the studied invariant mass range.

M_VC
450 500 550 600

0

0.5

1

1.5

2

2.5

3 htemp
Entries  31
Mean   0.04726
RMS    0.08544

BDT output
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

0

2

4

6

8

10

htemp
Entries  31
Mean   0.04726
RMS    0.08544

DMGLBDTG

Figure 5.24: Mass and BDT distribution of the K0
S → π0π+π− simulated FULL candi-
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Figure 5.25: Mass of K0
S → π0π+π− after stripping FULL, and fit to a Landau PDF.
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Figure 5.26: Fit to the dataset FULL (in four BDT bins) including a Landau component
for K0

L → π0π+π−. The size of the Landau component is consistent with zero at one
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5.3.4 Fit model

Only events in the BDT range [0.6,1] are considered in the fit to the data. A simulta-
neous fit to the mass distribution across four equally-sized independent bins of the BDT
response is performed, in order to maximize the sensitivity. The combinatorial back-
ground is described with an exponential PDF for both FULL and PARTIAL analysis,
with independent floating yields and decay constants in each BDT bin. The signal model
is an Hypathia distribution [221] with different configurations for FULL and PARTIAL
(see Figure 5.28). The signal model parameters are independent in each BDT bin and
are obtained from simulation. The fractions of signal events allotted to each BDT bin are
also fixed from values obtained from simulation, with a total signal yield remaining as the
sole free parameter describing signal in the simultaneous fit. The signal yield is floated in
the fit to the data. It is measured to be compatible with zero within one to two sigma:
NFULL

sig = 0± 19, NPARTIAL
sig = 24+15

−14. The fit projections to the FULL and PARTIAL data
are shown in Figure 5.29.
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Figure 5.28: Signal fit using the Hypathia function for FULL (left) and PARTIAL (right)
categories.
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Figure 5.29: Fit to data for FULL (top) and PARTIAL (bottom) categories. The magenta
dashed line shows the signal contribution, the dotted black line the background, and the
solid blue line the prediction from the total fit model.
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5.3.5 Expected sensitivity

The expected statistical precision on B(K0
S → π0µ+µ−) for multiple values of the inte-

grated luminosity up to 100 fb−1 is estimated in this section. The TIS samples used
are equivalent to a 100% trigger efficiency sample with an integrated luminosity of 4.9
and 0.77 pb−1 for the FULL and PARTIAL samples, respectively. The expected back-
ground yield is extrapolated from the current data fit result, where the signal yield is
consitent with zero, as expected given the branching fraction measured by NA48 [213].
The background yield is scaled linearly for larger integrated luminosities.

For each integrated luminosity in the studied range, sets of pseudo-experiments are
generated with the above background expectations, and with a signal yield expectation
of

N(K0
S → π0µ+µ−) = σ(K0

S)B(K0
S → π0µ+µ−)εK0

S→π0µ+µ−L, (5.100)

where σ(K0
S) is the K0

S production cross section (≈ 0.6 barn at 14 TeV), εK0
S→π0µ+µ− the

absolute efficiency and L the integrated luminosity. Taking the ratio of N(K0
S → π0µ+µ−)

with respect to N(K0
S → π+π−), both the cross section and the luminosity get cancelled

out, leading to the formula:

N(K0
S → π0µ+µ−)

N(K0
S → π+π−)

=
B(K0

S → π0µ+µ−)

B(K0
S → π+π−)

εK0
S→π0µ+µ−

εK0
S→π+π−

. (5.101)

yielding

Nsig =
B(K0

S → π0µ+µ−)

B(K0
S → π+π−)

εK0
S→π0µ+µ−

εK0
S→π+π−

N(K0
S → π+π−)× Lfut

Lcurr
, (5.102)

where Lfut and Lcurr are the future and current luminosities, respectively. The effective
current luminosity, Lcurr, is calculated according to

Lcurr = εTISK0
S→π+π−L

dat, (5.103)

where εTIS(K0
S → π+π−) is the TIS efficiency calulated using K0

S → π+π− events and
Ldat is the luminosity used for the fit to the data.

LFULL,2011
curr = 0.0016 · 992 pb−1 = 1.59 pb−1, (5.104)

LFULL,2012
curr = 0.0016 · 2037 pb−1 = 3.26 pb−1, (5.105)

LPARTIALcurr = 0.0025 · 306 pb−1 = 0.77 pb−1. (5.106)

The offline signal efficiency or, equivalently, the total efficiency for a 100% efficient
trigger for the FULL channel is calculated as follows:

• The generator level efficiency is estimated to be 0.361.
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• The efficiency of the FULL stripping on generated events is 1.84 per mil according to
the statistics produced by the DaVinci [112] filtering script, that retains the events
passing the required stripping lines. This number has to be corrected by the fact
that 3.3% of the events did not actually contain a signal candidate at all 9. It also
has to be corrected by the fact that some of the selected candidates are not matched
to the signal. After this corrections, it becomes 1.79 per mil.

• The efficiency of the fiducial cuts and mass fit window are 0.931 and 0.922. These
are applied prior to BDT training.

The offline signal efficiency (or, equivalently, the total efficiency for a 100% efficient
trigger) for the PARTIAL channel is calculated as follows:

• The generator level efficiency is estimated to be 0.361.

• The efficiency of the PARTIAL stripping on generated events, calculated in the
same way as above is 1.23%.

• The efficiency of the fiducial cuts and mass fit window are 0.734 and 0.917 respec-
tively. These are applied prior to BDT training.

The models described in section 5.3.4 are fit to each pseudo-experiment with a floating
B(K0

S → π0µ+µ−). The background model parameters used are the ones obtained from
the fit to the data section 5.3.4. The statistical uncertainties are obtained as the variations
of B(K0

S → π0µ+µ−) that deviate from the minimum of the log-likelihood profile by half
a unit. Finally, the uncertainties are averaged across the set of pseudo-experiments for
a given integrated luminosity. The uncertainties on the background extrapolation are
large and translate into large uncertainties on the luminosity needed for achieving a given
sensitivity.

The resulting sensitivity curves are shown in Figure 5.30. It can be seen that the
analyses of both PARTIAL and FULL categories can lead to a precision better than
NA48 for the LHCb upgrade if a trigger efficiency above ≈ 50% can be maintained. The
K0

S production cross section increases by ≈ 20% at 14 TeV compared to 8 TeV, but this
increase is cancelled by a larger fraction of K0

S decaying outside of the VELO volume.
For this reason, no cross section correction has been applied to the sensitivity estimate.
Studies of K0

S → π0µ+µ− and minimum bias samples simulated with the LHCb upgrade
detector and conditions show that the High Level Trigger rate can be kept low enough
for a 100 % efficiency.

9In a fraction of events, the information on how the K0
S should decay is lost as the particle is passed

to GEANT4.
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5.3.6 Conclusions

A precise measurement of the K0
S → π0µ+µ− branching fraction is crucial for a precise

B(K0
L → π0µ+µ−) SM theoretical prediction and the search for physics beyond the SM

in K0
L → π0µ+µ−. The sensitivity of the LHCb experiment to B(K0

S → π0µ+µ−) was
studied based on 3 fb−1 of data recorded at 7 and 8 TeV center-of-mass energy during
2011 and 2012, and on 0.3 fb−1 of data recorded at 13 TeV center-of-mass energy during
2016. Full and partial decay reconstruction algorithms were considered, aiming at a high
reconstruction efficiency. The sensitivity study was performed using pseudo-experiments
by extrapolating signal yield results based on the currently available data to expected
future integrated luminosities. If a trigger efficiency of at least 50% can be assured in the
future, LHCb can determine B(K0

S → π0µ+µ−) with a precision significantly better than
that of NA48.
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Chapter 6

Measurement and phenomenological
studies of the CP violating phase φs

6.1 Introduction

In the SM, CP -violation originates from a single-phase in the Cabibbo-Kobayashi-
Maskawa (CKM) quark-mixing matrix [222], as explained in Section 1.3. There are 3
different kinds of CP -violation for neutral mesons:

1. Direct CP -violation: originated by a difference in the magnitude of the amplitudes
associated to the direct decay of the B0

s and B̄0
s mesons into the same final state.

2. CP -violation in the B0
s − B̄0

s oscillation, that arises when the oscillation rate from
B0
s to B̄0

s is different from the oscillation rate from B̄0
s to B0

s .

3. CP -violation in the interference between the amplitudes associated to the direct
decay of a B0

s meson into a CP -eigenstate final state and those associated to the
decay after a B0

s − B̄0
s oscillation.

In the case of B0
s mesons, the third type of CP -violation is characterized by the CP -

violating phase, φs, defined as:

φfs = −arg(λf), λf = ηf
q

p

Āf

Af

, (6.1)

where f is the final state, ηf is 1(-1) for CP-even(CP-odd) states,
∣∣∣ qp ∣∣∣ determines the

amount of CP -violation in mixing, and Af (Āf ) is the amplitude of the B0
s (B̄

0
s ) meson

decaying into the final state.
In the SM, for b→ ccs transitions and ignoring subleading penguin contributions, this

phase is predicted to be −2βs, where βs = arg [−(VtsV
∗
tb)/(VcsV

∗
cb)] and Vij are elements of

the CKM quark flavour mixing matrix [223, 224]. The indirect determination via global
fits to experimental data gives −2βs = −0.0364± 0.0016 rad [222]. This precise value
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within the SM allows for NP searches in φs. In particular, new particles could contribute
to the B0

s − B̄0
s mixing diagrams [225, 226]. The Feynman diagrams for the mixing and

the decay of the B0
s mesons are shown in Figure 6.1.

Figure 6.1: Feynman for the for the decay (left) and the B0
s − B̄0

s mixing (right).

The experimental measurement of the weak mixing angle φs is discussed in detail
in Section 6.2. A MultiNest scan [227] is presented in Section 6.2.12, and theoretical
interpretations of this observable are reviewed in Section 6.3.

6.2 φs experimental

Various experiments have measured φs. The status after including all Run 1 results from
LHCb, and all results from ATLAS, CMS, CDF and D0 is shown in Figure 6.2. Current
preliminary world averages (and their correlations) for the CP violating phase φs and the
decay width difference in the B0

s system, ∆Γs, are:

φs = −0.021± 0.031 rad

∆Γs = 0.085± 0.006 ps−1

ρ(φs,∆Γs) = −0.0095.

The aim of this analysis is to perform the measurement of φs in the B0
s → J/ψK+K−

channel by adding a further 2 fb−1 of integrated luminosity collected at 13 TeV in Run 2 of
LHC in 2015 and 2016. In addition, updated measurements of the decay width difference
of the light (L) and heavy (H) B0

s mass eigenstates, ∆Γs ≡ ΓL−ΓH, and the ratio between
the average widths in the B0

s and in the B0
d systems, Γs/Γd are presented.

6.2.1 Phenomenology

There are 4 amplitudes entering this decay, three of which come from the P-wave (dom-
inant, corresponding to the φ resonance) contribution to the K+K− pair (A0, A⊥, A‖),
and one minor contribution that comes from the S-wave (AS). The baseline fit is ob-
tained assuming that direct CP violation caused by penguin diagrams is the same for all
polarization states, therefore λf is considered to be independent of the polarization state,
f . Checks were made to check this ansatz.
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Figure 6.2: Individual 68% confidence-level contours of ATLAS, CMS, CDF, D0 and LHCb
in the (φccss ,∆Γs), their combined contour (solid line and shaded area), as well as the SM
predictions (thick black rectangle) as performed by HFLAV [228].

The theoretical differential decay rate for an initial B0
s as a function of decay time and

angles using polarization dependent λf = |λf |e−iφ
f
s ≡ |λf |e−iφf (f = 0, ||, ⊥, S) is given

by [229]

d4Γ(t)

dm2
KKd cos θKd cos θldφ

=
10∑
k=1

Nkhk(t)fk(θK , θl, φ), (6.2)

where Nk are normalization factors, fk(θK , θl, φ) are the helicity angle-dependent func-
tions, given in [229] and the decay-time-dependent functions hk(t) are given as

hk(t) =
3

4π
e−Γt

{
ak cosh

∆Γt

2
+ bk sinh

∆Γt

2
+ ck cos(∆mt) + dk sin(∆mt)

}
. (6.3)

For an initial B̄0
s at production, the signs of ck and dk should be reversed. The coefficients

are specified in Table C.2 (Appendix C). For the purpose of reducing correlation between

fit parameters, it can be chosen to fit |λ0|, φ0 and |λf
λ0
|, φf − φ0, for f 6= 0.

6.2.2 Samples and event selection

In this section, the data and simulated samples used in this analysis are introduced,
together with the trigger, stripping and offline selections applied to them.

6.2.2.1 Data sample

The analysis presented here uses a data sample collected at the LHCb experiment at the
LHC. The dataset corresponded to a total integrated luminosity of 1.9 fb−1 recorded at a
center-of-mass energy (

√
s) of 13 TeV. Of these, 0.3 fb−1 were taken in 2015 and 1.6 fb−1

were taken in 2016.
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6.2.2.2 Simulation samples

In the LHCb simulation, pp collisions are generated using Pythia [116] with a specific
LHCb configuration [230].

In order to simulate the events, the decays of hadronic particles are described by
EvtGen [231], in which final state radiation is generated using Photos [232]. The Geant4

toolkit simulates the interaction of the generated particles with the detector, and the
detector response [233, 234]. Further details of the simulation process can be found in
Ref. [235]. The simulated data is processed in a very similar way to the real data, with
the stripping ran in flagging mode, such that the decisions are only recorded for later
inspection, instead of throwing away the events that do not pass the requirements provided
by the stripping line. No prescales are applied for the trigger, meaning that all the events
are accepted. Sim09b was used for the simulated samples. The samples used are listed in
Table C.1 (Appendix C).

Simulated signal samples are used to determine the angular acceptance. As will be
discussed in Sec. 6.2.6, the samples are reweighted to match various distributions observed
in data before obtaining the final acceptance. Similarly, the Λ0

b and the B0 samples are
used for background studies and decay time acceptance studies, respectively. This is
discussed in Sec. 6.2.3 and Sec. 6.2.7, respectively. As for B0

s → J/ψK∗0 and the prompt
J/ψ samples (produced in the interaction point), they are used for time resolution studies
(see Sec. 6.2.5). The B+ sample is used for tagging studies, as described in Sec. 6.2.8.

The main physics parameters used in the main simulation used in this analy-
sis, Eventtype = 13144011, Bs Jpsiphi,mm=CPV,update2016,DecProdCut, are sum-
marized in Table 6.1. For simulated samples a momentum smearing is applied in order
to reproduce better the distributions in data.

Table 6.1: Decay model parameters for the Sim09b MC sample used in this analysis, Eventtype
= 13144011, Bs Jpsiphi,mm=CPV,update2016,DecProdCut.

Parameter Value
∆ms 17.8 ps−1

∆Γs 0.08543 ps−1

Γs 0.6614 ps−1

φs −0.03 rad
|A0(0)|2 0.5242
|A‖(0)|2 0.2256
|A⊥(0)|2 0.2500
δ‖ − δ0 3.26 rad
δ⊥ − δ0 3.08 rad
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6.2.2.3 Stripping selection

In this case, Stripping version 28r1 was used for 2016 data and stripping version 24r1
was used for 2015 data. All stripping versions use exactly the same selection, based on
the StrippingBetaSBs2JpsiPhiDetached StrippingBetaSBd2JpsiKstarDetached and
StrippingBetaSBu2JpsiKDetached lines in the DIMUON stream. The first line corre-
sponds to the signal and the other two lines to control samples. The selection of particles
for these lines can be found in Tables 6.2, 6.3 and 6.4 respectively. The data samples were
processed using DaVinci version v44r4. Given that the precision on the track momentum
scale is 0.03%, the momentum components of the tracks are scaled by 1.0003 (the so-called
momentum scaling).

Table 6.2: Selection criteria used to identify B0
s → J/ψφ candidates.

Variable Stripping
all tracks χ2

track/nDoF < 3
J/ψ → µ+µ− ∆lnLµπ (µ±) > 0

pT (µ±) > 500 MeV/c
χ2

DOCA < 20
χ2

vtx/nDoF < 16
m(µ+µ−) ∈ [3020, 3170] MeV/c2

φ→ K+K− χ2
DOCA < 30
pT (φ) > 500 MeV/c

m(K+K−) ∈ [980, 1050] MeV/c2

χ2
vtx/nDoF < 25

∆lnLKπ (K+) > 0
B0
s → J/ψφ m(J/ψK+K−) ∈ [5150, 5550]MeV/c2

χ2
vtx/nDoF < 20

t > 0.2 ps

For the signal, a cut on the χ2 of all tracks is made, to ensure a good quality. Cuts on
the PID variables for the muons that come from the J/ψ are also imposed, to increase the
muon purity. Moreover, their reconstructed invariant mass is constrained to be within 80
MeV/c2 from the J/ψ PDG mass. Their individual transverse momentum is required to
be higher than 500 MeV/c, and a good reconstruction quality of the secondary vertex (SV)
and of the muon tracks is ensured with cuts on χ2

DOCA (where DOCA is the distance of
closest approach) and χ2

vtx/nDoF, respectively. Similar cuts on the track and SV quality
(even though more relaxed in this case), as well as the transverse momentum and the
PID variables are applied to the kaons coming from the φ meson. Their reconstructed
invariant mass is required to be within 40 MeV/c2 from the φ PDG mas. Regarding the
final combination of these particles to form a B0

s , good reconstruction quality of the decay
vertex is imposed, together with a lower cut on the decay time and a loose mass window.

For time resolution studies the stripping line BetaSBs2JpsiPhiPrescaledLine is used,
which has the same selection as shown in Table 6.2 apart from the cut on the decay time
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Table 6.3: Selection criteria used to identify B0 → J/ψK∗(892)0 candidates.

Variable Stripping
all tracks χ2

track/nDoF < 3
J/ψ → µ+µ− ∆lnLµπ (µ±) > 0

pT (µ±) > 500 MeV/c
χ2

DOCA < 20
χ2

vtx/nDoF < 16
m(µ+µ−) ∈ [3020, 3170] MeV/c2

K∗0 → K+π− χ2
DOCA < 30

pT (K∗) > 1300 MeV/c
m(K+π−) ∈ [826, 966] MeV/c2

χ2
vtx/nDoF < 25

∆lnLKπ (K+) > 0
∆lnLKπ (π−) < 0

B0 → J/ψK∗(892)0 m(J/ψK+π−) ∈ [5150, 5450]MeV/c2

χ2
vtx/nDoF < 20

t > 0.2 ps

Table 6.4: Selection criteria used to identify B+ → J/ψK+ candidates.

Variable Stripping
all tracks χ2

track/nDoF < 3
J/ψ → µ+µ− ∆lnLµπ (µ±) > 0

pT (µ±) > 500 MeV/c
χ2

DOCA < 20
χ2

vtx/nDoF < 16
m(µ+µ−) ∈ [3020, 3170] MeV/c2

K+ pT (K+) > 500 MeV/c
χ2

vtx/nDoF < 25
∆lnLKπ (K+) > 0

B+ → J/ψK+ m(J/ψK+) ∈ [5150, 5450]MeV/c2

χ2
vtx/nDoF < 10

t > 0.2 ps

of the B0
s candidate.

6.2.2.4 Trigger selection

The following trigger strategy has been identified in order to retain the largest number of
signal events while keeping a small number of trigger lines.

• No L0 requirements
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• HLT1 selection: Jpsi Hlt1DiMuonHighMassDecision TOS or
B Hlt1TrackMuonDecision TOS or B Hlt1TwoTrackMVADecision TOS. In these
lines a lower limit is required on the reconstructed mass of the muons, a cut is made
on the track and a MVA is trained to associate the tracks to the corresponding
dimuon system.

• HLT2 selection: Jpsi Hlt2DiMuonDetachedJPsiDecision TOS, where the two
muons reconstructed in the previous stage are required to be detached from the
J/ψ vertex.

6.2.2.5 Corrections and additional selection requirements

Corrections are applied to the simulated samples to match the distributions obtained from
data:

1. The stripped and triggered B0
s → J/ψK+K− candidates are taken, with the B0

s

decay time restricted to the range [0.3,15] ps.

2. The data invariant mass distribution of stripped and triggered B0
s → J/ψK+K−

candidates is fitted to obtain an sWeighted sample of data that is used in the
following steps.

3. For MC, in addition to the selection mentioned before only background categories
0 (signal) and 50 (corresponding to low-mass background, mainly radiative events)
with true decay time different from 0 are included

4. The simulation PID variable distributions are corrected using the PIDCalib pack-
age [236], a LHCb software package that is used to reweight PID variables in simula-
tion using data control samples. Using MCResampling, the PID response is replaced
by the one generated from calibration PDFs. Standard calibration samples for kaons
and muons are used. For protons the Λ and Λ+

c samples are combined to cover a
wider kinematic range.

5. Using the above data sample, the B0
s production kinematics, nTracks distribution

and the muon/kaon track ghost probability variables are reweighted.

A BDT is trained with 2016 samples to further improve the signal to background ra-
tio. Namely, the 2016 corrected simulated sample for the signal sample while 2016 data
candidates in the B0

s mass candidate sideband region of 5450 MeV/c2 < m(J/ψK+K−) <
555 0MeV/c2 are used for the background sample. Special care was taken to avoid vari-
ables that could introduce angular or decay time efficiencies, like impact parameter χ2

of final state particles, the direction angle of the B0
s (DIRA) or transverse momentum of

final state particles. The figure of merit used to optimise the BDT response is given by

FOM =
(
∑

iwi)
2∑

iw
2
i

, (6.4)
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Figure 6.3: Distribution of the figure of merit used to optimise the cut on the BDT response
(left) and distribution of signal yield divided by its uncertainty (right).

where the index i runs over all candidates in the sample and wi are per-candidate weights
that are determined from the invariant mass fit that is performed at each point in the scan
over the BDT response. Figure 6.3 shows on the left how the figure of merit performs and
on the right the number of signal events divided by its uncertainty, both as a function
of the BDT response. A similar distribution is observed. The optimal value is found
to be at > 0.58. After the BDT requirement has been applied there are approximately
102 000 signal candidates and 26 000 background candidates in the mass window of the fit,
[5320, 5420] MeV/c2, in 2016 data. The signal to background ratio is ∼ 3.9. The mass fit
used to determine sweights to statistically remove this background and also the removal
of peaking backgrounds for both 2015 and 2016 data samples is described in detail in the
next subsection.

6.2.3 Mass fit and computation of signal sWeights

The physics parameters of interest are extracted via a log-likelihood fit of the signal PDF
to the unbinned decay time and angular distributions. The events are first weighted
to statistically subtract the background components using the sPlot method [237] with
m(J/ψK+K−) as the discriminating variable.

In order to have an improved resolution, the m(J/ψK+K−) is determined using both
the J/ψ mass and PV constraints. The background sources that are considered consist
in:

• B0 → J/ψK∗0 peaking background, vetoed using PID cuts.

• Λ0
b → J/ψpK− peaking background, vetoed using PID cuts. The remaining events

(1190 ± 83(stat.) ± 68(syst.) in 2016 and 242 ± 37(stat.) ± 33(syst.) in 2015,
∼ 1.2% of the signal) are statistically subtracted by injecting simulated events into
the data tuple with a negative sum of weights equal to the expected number of
events.
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• B0 → J/ψK+K− peaking background, modelled with a Gaussian in the nominal
mass fit.

The combinatorial background is modelled with an exponential function and the sig-
nal distribution with a double-sided Crystal Ball (CB) function. The double-sided CB
function uses the per-event mass error as conditional observable, so that the correlation
between cos θµ and mass resolution is taken into account. The full p.d.f is the following:

p(m(J/ψK+K−)|σi) = NsigCB(m(J/ψK+K−);µ, α1, α2, n1, n2, s1, s2|σi)
+Nbkg((1− fBd)e−γbm(J/ψK+K−) + fBdGauss(m(J/ψK+K−);µBd , σBd)),

where Nsig and Nbkg are the number of signal and background events correspondingly,
µ is the mean of the distribution, s1 and s2 are the scale factors, which accounts for
underestimation of the per-event mass error, α1, α2, n1, n2 are the tail parameters and γb
is the coefficient in the exponential to describe the background.

For the fit to the m(J/ψK+K−) distribution, the sample is divided into twenty-four
subsamples, each with an independent signal fraction and different signal mass shapes.
The subsamples correspond to six bins in the K+K− mass, namely [990, 1008, 1016, 1020,
1024, 1032, 1050] MeV/c2, two trigger categories:

• “Biased”: B Hlt1TrackMuonDecision TOS or B Hlt1TwoTrackMVADecision TOS

and not Jpsi Hlt1DiMuonHighMassDecision TOS

• “Unbiased”: Jpsi Hlt1DiMuonHighMassDecision TOS

and two years of the data-taking (2015 and 2016). The fit results for 2016 are shown in
Figures 6.5 and 6.4.
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Figure 6.4: Fit to them(J/ψK+K−) distribution in biased 2016 sample (solid blue line) and pull
plot using a Crystal Ball shape for the signal (dashed blue line) and an exponential distribution
for the background (dashed green line). The m(J/ψK+K−) distribution is divided into six bins
in mKK , from upper left to lower right: [990, 1008, 1016, 1020, 1024, 1032, 1050] MeV/c2.
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Figure 6.5: Fit to the m(J/ψK+K−) distribution in unbiased 2016 sample (solid blue line)
and pull plot using a Crystal Ball shape for the signal (dashed blue line) and an exponential
distribution for the background (dashed green line). The m(J/ψK+K−) distribution is divided
into six bins in mKK , from upper left to lower right: [990, 1008, 1016, 1020, 1024, 1032, 1050]
MeV/c2.

119



The event multipliciy, defined as ratio between the number of events containing more
than one candidate and the total number of events is found to be 1.2% in the full B0

s mass
region, but only 0.2% for candidates in the signal region. Most of these candidates are
due to cases where the J/ψ is shared and one or two different kaons are added, making
these events truly combinatorial in character. Since the fraction of multiple events is quite
small we will evaluate a systematic contribution removing them randomly if they fulfill
a certain “clone” criteria, that is, if their final state tracks are at most separated by an
angle of 5 mrad.

6.2.4 CSP factors

The relative change of the S-wave mKK line shape with respect to that of the P-wave has
to be considered in the interference terms of the angular expressions, as the analysis is
being performed in finite mKK bins (see Ref. [238] for a detailed discussion). This is taken
into account by adding a multiplicative correction factor, CSP, to the signal PDF, namely
to the S-P-wave interference terms with k = 8, 9, 10 in Eq. 6.2, i.e. Nk → CSP,iNk. There
are in total six CSP factors, one for each mKK bin.

The line shapes of the P and S wave are denoted as p(mKK) and s(mKK), respectively,
where both are normalised to unity over a range [mL

KK ,m
U
KK ]. It has to be accounted for

the fact that 〈p × s∗〉 6= 〈p〉 × 〈s∗〉 in each mKK bin. Therefore, the product p × s∗ is
integrated, as it appears in the interference terms between the P and S wave. This yields∫ mHKK

mLKK
p× s∗ dmKK√∫ mHKK

mLKK
|p|2 dmKK

∫ mHKK
mLKK

|s|2 dmKK

= CSPe
−iθSP , (6.5)

where CSP is the correction factor and the phase θSP is absorbed in the measurement
of the S-wave strong phase. The P-wave and S-wave are assumed to be a φ and an f0

resonances. Their lineshapes, L(mKK), are constructed following the approach of [239],
and are given by:

L(mKK) =
√
PBPRF

(LB)F (LR)AR(mKK)

(
PB
mB

)LB ( PR
mKK

)LR
(6.6)

where

• PB is the J/ψ momentum in the B0
s rest frame

• PR is the momentum of either of the two kaons in the dikaon rest frame

• mB is the PDG mass of the B0
s

• mKK is the pole mass of the dikaon resonance, with mKK = 0.9499 GeV/c2 for
the f0 as measured in the the B0

s → J/ψπ+π− measurement [240], and mKK =
1.0195 GeV/c2 for the φ [59]

120



• LB is the orbital angular momentm between the J/ψ and the dikaon system, such
tat LB = 1 for f0 and LB = 0 for φ

• LR is the orbital momentum of the dikaon resonance (its spin): LR = 0 for f0 and
LR = 1 for φ

• F (LB) and F (LR) are the Blatt-Weisskopf barrier factors of the B0
s and dikaon reso-

nances

• AR(mKK) is the mass-squared shape of the dikaon resonance - a Flatté distribu-
tion [241] for the f0 and a Breit-Wigner [242] for the φ.

The phase space factor
√
PBPR results from converting the phase space of the natural

Dalitz plot variables m2(KK) and m2(J/ψK) to that of m(KK) and cos θK . The factors(
PB
mB

)LB
and

(
PR
mKK

)LR
are the B0

s decay momentum and KK birth momentum.

The detector resolution effect on the CSP factors needs to be taken into account.
While Eq. 6.5 is defined in dependence on the true mKK , the mass bins are defined
in dependence on the measured mKK . The resolution effect can be incorporated as an
efficiency correction, εi(mKK), of the CSP factors according to

CSP e
−iθSP =

∫ m
B0
s
−mJ/ψ

2mK
p× s∗ × ε(mKK) dmKK√∫ m

B0
s
−mJ/ψ

2mK
|p|2 × ε(mKK) dmKK

∫ m
B0
s
−mJ/ψ

2mK
|s|2 × ε(mKK) dmKK

, (6.7)

where ε(mKK) is

ε(mKK) =

{
1, if mL < mKK < mH

0 otherwise.
, (6.8)

in the case where the bins are made in the true mKK mass (or equivalently, have perfect
resolution). Since the cut is applied on a measured mass that has a finite resolution, and
hence εi(mKK) will have a non-trivial structure. Note that in this definition events in
the true mKK spectrum up to 2.27 GeV/c2 should be considered, which is the value of
mB0

s
−mJ/ψ. However, the φ contribution after a certain point in mKK is too small to be

modelled well in MC, so an upper limit cut at 1.06 GeV/c2 is applied. Simulated events
from the 2016 MC sample are used with and without S wave (see Table C.1) to determine
εi(mKK), as well as events produced with a standalone version of EvtGen with the same
parameter inputs as the models used for LHCb MC. The reason to use it is the enhanced
statistics, especially in the tails of the mKK distribution.

In each KK bin the ratio is built dividing the entries from the full LHCb MC by the
entries from the standalone MC. The full LHCb MC contains truth-matched B0

s candi-
dates, and the reconstructed mass is required to be within the limits of the corresponding
bin. Figure 6.6 shows the corresponding distributions. The CSP obtained from the MC
without S wave are used with exception of the first bin, where the MC with S wave is
used. The reason for this is that in the region of mKK , the contribution of the S wave is
the largest and the MC with S wave has more events. With this, the CSP factors shown
in Table 6.5 are obtained.
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Figure 6.6: Efficiency of each mKK bin selection as a function of MC true mKK using MC
without (left) and with (right) S wave.

Table 6.5: CSP factors obtained using Eq. (6.7). The φ resonance is parametrized with a
relativistic Breit-Wigner.

S-wave line shape

mKK bin f0

1 0.8463
2 0.8756
3 0.8478
4 0.8833
5 0.9415
6 0.9756

6.2.5 Decay time resolution

An effective single-Gaussian model is used to parametrize the decay time resolution. This
is sufficient to describe the damping effect of the time resolution. It is defined as follows,

P(t) = R(t)⊗
[
fpromptδ(t) + fll

(
fsle

−t/τs + (1− fsl)e
−t/τl

)]
+ fwpvW (t), (6.9)

where t is the decay time, δt the decay time uncertainty, f, fll, fsl and fwpv the fraction
of events that are prompt J/ψ candidates, long-lived candidates, long-lived background
with the smaller lifetime, and candidates which have been incorrectly associated to a PV,
respectively, and τs, τl the corresponding short-lived, long-lived lifetimes. This model is
fitted to t in ten bins of δt, and consists of a Dirac-delta function and two exponential
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functions convolved with

R(t) ∝
3∑
i=1

fi
1√

2πσi
e
− 1

2

(
t−µ
σi

)2

, (6.10)

where
∑

i fi = 1. The three Gaussians have a common mean, different widths and two
relative fractions, which are allowed to vary in the fit, as are the lifetime and relative
fractions of the exponential functions. Another component corresponding to events with
a wrongly-associated PV is added, the fraction of which is allowed to float in the fit. In
each bin of δt, the dilution of the triple Gaussian model is computed as,

D =
3∑
i=1

fie
−σ2

i∆m2
s/2, (6.11)

and the effective single Gaussian width as,

σeff =
√

(−2/∆m2
s) lnD, (6.12)

where ∆ms = 17.77ps−1. This converts the resolution into a single-Gaussian function
with an effective resolution that causes the same damping effect on the magnitude of the
B0
s oscillation.

In order to perform the calibration for the time resolution, three calibrations are
determined from signal, prompt MC and prompt data. Afterwards, the same correction
as in MC is applied from prompt data to signal data. For each case, a linear or quadratic
calibration curve is fitted to the variation of the effective resolution as a function of 〈δt〉
to determine the calibration parameters.

Simulated B0
s → J/ψφ events are first used, fitting the difference between the recon-

structed and true decay time, treco − ttrue in bins of δt. The resolution model is a sum
of three Gaussian functions, and the effective single Gaussian width is assumed to vary
quadratically with δt:

σeff(δt) = p0 + p1 〈δt〉+ p2

〈
δ2
t

〉
(6.13)

where p0 = 0.00797 ± 0.00015 ps, p1 = 0.7468 ± 0.0082 and p2 = 2.988 ± 0.11 ps−1,
corresponding to σeff = 41.62± 0.04± 0.02, where first uncertainty is statistical from the
size of the sample and the second from the uncertainties on the calibration parameters.
No wrong-PV component is included.

A simulated sample of inclusive J/ψ events is used to measure the resolution cali-
bration parameters. As before, no wrong-PV component is incuded in the fit (to ensure
proper behaviour for the fit) and a quadratic dependence of σeff with δt is considered.
The calibration parameters in this case are p0 = 0.00540± 0.00094 ps, p1 = 0.885± 0.04
and p2 = 0.56 ± 0.43 ps−1, corresponding to σeff = 40.46 ± 0.04 ± 0.09. The difference
with respect to the results from the simulated B0

s → J/ψφ sample (2.8%) is taken as
the systematic uncertainty from translating the resolution from the prompt sample to the
signal sample.
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A third calibration is made using the prompt J/ψ data sample, selected in the
same way as the signal data sample, but without any requirement on the decay time
of the J/ψK+K− candidates. Assuming a linear dependence, σeff(δt) = p0 + p1 〈δt〉,
the calibration parameters for B0

s → J/ψφ are obtained, p0 = 0.01297 ± 0.00022 ps,
p1 = 0.8446± 0.0057, corresponding to:

σeff = 45.54± 0.04± 0.05 fs. (6.14)

Again, the first uncertainty is statistical from the size of the B0
s → J/ψφ data sample

and the second from the uncertainties on the calibration parameters. The main source
of systematic uncertainty in the calibration of the decay time resolution model is the
translation from the prompt background sample to the signal sample. This is computed
as the difference between the resuls obtained using the simulated inclusive J/ψ sample
and those using the simulated signal sample. In addition, there are three other systematic
sources, due to the choice to include or not the wrong-PV component, setting the mean
of the Gaussian to zero and varying the parameters within their uncertainties, taking into
account the correlation between them.

6.2.6 Angular acceptance

The angular acceptance is modelled using normalization weights (see Ref. [243], Sec. 3.3)
obtained from fully simulated signal events from the Sim09b production. This simulation
sample is iteratively weighted to match the distributions of final-state particle kinematics
in the real data, as well as to match the physics parameters obtained from data, in order to
correct for imperfections in the detector simulation. In order to do this, a GB reweighting
is first applied in p(B0

s ), pT (B0
s ) and m(K+K−), together with a reweighting in p(K±),

pT (K±) so as to correct for a mismodeled acceptance in MC. The angular normalizations
are computed, and the process is repeated until convergence is achieved after 4 iterations.

A total of 10 normalization weights are computed for each year and trigger category,
as indicated in table 6.6, where the combined weights are shown. The factorization of
angular acceptance and decay time acceptance is assumed. A systematic effect is assigned
to this assumption, comparing the final acceptance normalization weights obtained in six
equal populated decay time bins. A cross-check has been performed using a sample of
B+ → J/ψK+ decays in 2016 data, yielding a good consistency in the method.

6.2.7 Decay time acceptance

The reconstruction efficiency is not constant as a function of the B0
s decay time due to

displacement requirements made on signal tracks in the trigger and event selection and to
a decay-time-dependent efficiency to reconstruct the tracks in the VELO [244]. The overall
decay-time acceptance is determined using the control channel B0 → J/ψK∗(892)0, with
K∗(892)0 → K+π−, which is kinematically very similar to the signal decay and it is
assumed to have a purely exponential decay-time distribution with a well-known lifetime
(i.e. the width difference ∆Γd is ignored), namely 1.520 ± 0.004 ps [245]. The strategy
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Table 6.6: Angular acceptance weights determined from all available Monte Carlo samples. The
fk are the normalizations of the angular functions (see Equation 6.2) including the acceptance.
They are used in the normalization of the p.d.f.

k fk/f1

2015 2016
“Unbiased trigger” “Biased” trigger “Unbiased trigger” “Biased trigger”

1 (00) 1± 0 1± 0 1± 0 1± 0
2 (‖‖) 1.0435± 0.0020 1.0452± 0.0039 1.03800± 0.00070 1.0370± 0.0015
3 (⊥⊥) 1.0439± 0.0020 1.0451± 0.0038 1.03776± 0.00069 1.0371± 0.0015
4 (‖⊥) −0.0024± 0.0016 −0.0100± 0.0032 −0.00082± 0.00055 0.0027± 0.0012
5 (0 ‖) −0.00132± 0.00096 0.0035± 0.0018 0.00023± 0.00033 0.00307± 0.00072
6 (0 ⊥) 0.00121± 0.00094 0.0020± 0.0019 0.00025± 0.00033 −0.00022± 0.00072
7 (SS) 1.0155± 0.0014 1.0259± 0.0027 1.01034± 0.00047 1.0220± 0.0011
8 (S‖) −0.0018± 0.0012 −0.0040± 0.0024 0.00009± 0.00042 0.00029± 0.00093
9 (S⊥) 0.0013± 0.0012 −0.0010± 0.0025 0.00008± 0.00043 0.00005± 0.00094

10 (S0) −0.0189± 0.0026 −0.0375± 0.0050 −0.00240± 0.00089 0.0026± 0.0019

to select B0 → J/ψK∗(892)0 events and compute the sWeights is similar to the one used
for B0

s → J/ψK+K− events. The K+π− system in the B0 → J/ψK+π− decay can be in
a relative S-wave or P-wave configuration. About 6% S-wave presence has been observed
in data, as described in [246]. However, the simulated B0 → J/ψK∗(892)0 sample only
includes the P-wave component. To account for this, an iterative procedure similar to the
one described in Section 6.2.6 is applied, reweigthing the simulation to match the B0 p
and pT , as well as m(K+π−) distributions in data.

The decay time acceptance is defined as

ε
B0
s

data(t) = εB
0

data(t)× ε
B0
s

sim(t)

εB
0

sim(t)
, (6.15)

where εB
0

data(t) is the efficiency in data of the fully triggered, selected and sweighted events

in the B0 control channel and ε
B0
s

sim(t)/εB
0

sim(t) is the ratio of efficiencies of the simulated
signal and control modes after the full trigger, selection and MC-data correction chain
has been applied. This second term in the acceptance accounts for the small differences
in the lifetime and kinematics between the signal and control modes. The MC events are
reweighted to match the p.d.f. of the respective data.

To derive ε
B0
s

data(t) a simultaneous fit is performed to both the simulation samples
and the data control channel. This allows to have the overall uncertainties on the B0

s

data spline coefficients, thus providing an easier control on the associated systematic

uncertainty. The decay time acceptance ε
B0
s

data(t) is then used in the fit to the B0
s data

signal sample to determine the physics parameters.
For the B0 and B0

s the model used for the fit is composed of the product of a single
exponential, convolved with a single Gaussian resolution, and the respective acceptance
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function. The latter is modelled using cubic splines with knots at [0.3, 0.58, 0.91, 1.35,
1.96, 3.01,7.00] ps and the first coefficient is fixed to unity. The knot positions have been
chosen according to an exponential distribution between [0.3,15] ps in order to have six
equally populated bins considering Γ = 0.66 ps. The last knot position is moved from 15
ps to 7 ps in order to have stable fits also for the trigger-year categories which have no
decay candidates at these large decay times. The acceptance in the last bin is modelled
using a linear extrapolation.

In order to obtain a single spline, s
B0
s

data, that represents ε
B0
s

data(t), combinations of the
following three splines are used to describe the acceptance of the three datasets:

• One spline representing the acceptance in B0
s MC: s

B0
s

sim

• One spline representing the ratio of acceptances in B0 and B0
s MC: s

B0/B0
s

sim

• One spline representing the final acceptance in B0
s data: s

B0
s

data.

These splines are used in the following combinations to describe the acceptances for the
three datasets:

• B0
s MC: s

B0
s

sim

• B0 MC: s
B0/B0

s
sim × sB0

s
sim

• B0 data: s
B0
s

data × s
B0/B0

s
sim

A single Gaussian models the resolution, and has a mean of 0ps and a width of
42fs/39fs/42fs for B0

s MC/B0 MC/B0 data, motivated by the studies in Section 6.2.5 and
the difference of the resolution between B0

s and B0 seen in truth matched MC. The lifetime
in the fit is fixed to the World average value for data τdata

B0 = 1.520 ps [245], and to the
value used in the generation of the MC for the simulated samples, namely τMC

B0 = 1.519 ps
and τMC

B0
s

= 1.512 ps.
The decay time acceptance is obtained separately for the data taking periods 2015

and 2016 and two different trigger paths (“unbiased” and “exclusively biased”). Figure
6.7 shows the corresponding acceptance for both data-taking years and trigger categories.

The lifetimes τ(B0) and τ(B+) in B0 → J/ψK∗0 and B+ → J/ψK+ decays are
measured as a crosscheck of the time acceptance procedure. Samples of 2016 data and
simulation for both validation channels are used. The same procedure as for B0

s → J/ψφ
is used, including the spline knot positions and time resolution.

126



5 10 15
 [ps]t

0.6

0.8

1

1.2

1.4

 [
a.

u.
]

da
ta

s0
B ε

LHCb

(a) Final B0
s acceptance 2015

5 10 15
 [ps]t

0.6

0.8

1

1.2

1.4

 [
a.

u.
]

da
ta

s0
B ε

LHCb

(b) Final B0
s acceptance 2016

5 10 15
 [ps]t

0

0.5

1

1.5

2

 [
a.

u.
]

da
ta

s0
B ε

LHCb

(c) Final B0
s acceptance 2015

5 10 15
 [ps]t

0

0.5

1

1.5

2

 [
a.

u.
]

da
ta

s0
B ε

LHCb

(d) Final B0
s acceptance 2016

Figure 6.7: The blue lines show the respective efficiency (combinations) modelled using either
a single cubic spline or products of cubic splines. In black, the according histogram acceptances
are shown. Data with the “unbiased” (“biased”) trigger is used in the top (bottom).
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6.2.7.1 Measurement of τ (B0)

The procedure to determine the decay time efficiency (Section 6.2.7) is validated by split-
ting the B0 → J/ψK∗0 control sample, both data and simulation, into two independent
sets. One half of the sample is then used as a control while the other is used to measure
τ(B0). Three different criteria are considered for this, namely:

• Splitting according to odd/even eventNumber in the original sample. This sets a
baseline and validates the general implementation.

• A random splitting, according to odd/even eventNumber in the original sample,
where the sample that is used instead of B0

s has a cut on σt < 0.04 ps to better
mimic the B0

s → J/ψφ sample.

• Splitting according to odd/even eventNumber in the original sample, where the
sample that is used for fitting has a cut on the opening angle between the kaon
and the pion that come from the K∗0, angle < 0.025 rad. The position of the cut
is chosen such that the average of the opening angle distribution is close to the
corresponding one for the B0

s → J/ψφ sample.

• A splitting on the K∗0 mass, to see if there is a dependence on its value: events
with m(K∗0) < 890 GeV/c2 are used for fitting, events with m(K∗0) > 890 GeV/c2

are used as control sample.

For the control samples, the B0 lifetime is fixed to its input for simulation (1.519 ps)
and to the world average value for data (1.520 ps) [245]. The values that are obtained
are listed in the first column of Table 6.7, where the deviation from the input value of the
control sample is also shown. The spline coefficients of the time acceptance are constrained
to the values obtained from the control samples using the respective covariance matrix.
To further improve these results, the same corrections that are applied to the baseline are
applied to the control samples. The corresponding values for the lifetime (second column
of Table 6.7) show a better agreement with the input value. The fits to the decay time
distributions with all corrections for the different splittings are shown in Figure 6.8.

Table 6.7: Values of τ(B0) obtained for validation of the time acceptance method for the
different considered splittings, with (first column) and without corrections (second column).

Splitting No corrections With corrections
Only by event number 1.513± 0.006 ps (1.2σ,0.44%) -

δt < 0.04 ps 1.489± 0.006 ps (4.9σ,2.1%) 1.507± 0.007 ps (2.0σ,0.90%)
angle < 0.025 rad 1.507± 0.007 ps (1.8σ,0.84%) 1.511± 0.008 ps (1.3σ,0.63%)

m(K∗0) 1.522± 0.006 ps (0.32σ,0.01%) 1.523± 0.006 ps (0.54σ,0.02%)
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Figure 6.8: Decay time distribution of B0 → J/ψK∗0 decays and the corresponding likelihood
fit result, splitting according to eventNumber with σt < 0.04 ps (a) and angle < 0.025 rad (b),
and splitting according to m(K∗0) (c). All corrections in analogy to the baseline time acceptance
are applied.

6.2.7.2 Measurement of τ (B+)

In this case the decay time acceptance for B+ → J/ψK+ is calculated using B0 →
J/ψK∗0 as control channel. For each sample ((B0,B+) × (data, simulation)), the decay
time distribution is fitted using a exponential with a resolution of 44 fs. The respective
acceptance function is modelled using a spline with knots fixed to the same values as the
ones used for B0

s → J/ψφ, but whose coefficients are determined from the fit. The B0

and B+ lifetimes are fixed to their MC inputs, 1.519 ps and 1.638 ps, respectively, for
simulation, and to the world average for B0 data, 1.520 ps [245].

It is obtained τ(B+)/τ(B0) = 1.0783 ± 0.0024, which deviates from the world aver-
age [245], τ(B+)/τ(B0)PDG) = 1.076± 0.004, by less than 0.5σ (0.2%). Note that the fit
uncertainty on the lifetime does include the uncertainty from the spline coefficients that
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Figure 6.9: Fit to the B+ decay time distribution in data.

are determined from the other data/MC control samples and subsequently constrained
in the fit to the B+ data sample. When applying the same corrections to the control
samples as in the baseline analysis, except for the weighting in m(KK), it is obtained
τ(B+)/τ(B0) = 1.0780 ± 0.0025, which again agrees with the PDG value within below
0.5σ (0.2%). The corresponding decay time distribution is shown in Figure 6.9.

Finally, a check is performed on whether the time distribution is really exponential
or whether the procedure introduces a second exponencial component. For this, intead
of fitting the lifetime with exp(−tΓ), f exp(−t(Γ + ∆Γ/2)) + (1− f) exp(t(Γ−∆Γ/2)) is
used. The parameter ∆Γ that quantifies the shift is found to be consistent with zero.

6.2.8 Flavour tagging

For time-dependent studies the ability of properly identifying the initial flavour of the
meson (known as flavour tagging) is fundamental. To this end, two flavour tagging algo-
rithms are used: the opposite-side (OS) taggers and the same-side kaon (SSK) taggers,
which exploit specific features of the incoherent production of bb̄ quark pairs in pp colli-
sions. For the OS taggers, these features entail determining the flavour of the B0

s meson
from the charge of the kaon originating from the PV. For the SSK, the flavour of the B0

s

meson is deduced from the charge of the kaon, muon or electron originating from a SV.
Each tagging algorithm gives a tag decision and a mistag probability, the fraction of

events with the wrong tag decision, η ∈ [0, 0.5]. The tag decision takes values ±1, or 0,
if the signal meson is tagged as B0

s , B̄
0
s or untagged, respectively. The fraction of events

in the sample with a non-zero tagging decision gives the efficiency of the tagger, ε. The
mistag probability is then calibrated to obtain the corrected per-event mistag probability,
ω. This is used to determine the dilution factor, D = (1−2ω), that rescales the efficiency
of the tagger to quantify the fraction of the sample equivalent to perfectly tagged events.
This effective efficiency is called tagging power, given by the product of the efficiency and
the square dilution, εD2.

In this analysis the taggers have been optimised and calibrated using Run 2 data. A
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linear dependence of ω with η is assumed,

ω = p0 + p1(η − 〈η〉) (6.16)

where p0, p1 are calibration parameters and 〈η〉 is the average predicted mistag probability
for each calibration sample. When using OS and SSK algorithms, the calibration model
become:

ωalg =
(
palg

0 +
∆palg

0

2

)
+
(
palg

1 +
∆palg

1

2

) (
ηalg −

〈
ηalg
〉)

for an initial B0
s event

ωalg =
(
palg

0 − ∆palg
0

2

)
+
(
palg

1 − ∆palg
1

2

) (
ηalg −

〈
ηalg
〉)

for an initial B̄0
s event

where alg = OS, SSK and ∆palg
i are mistag asymmetries.

The calibration of the opposite-side tagger is made using B+ → J/ψK+ decays,
while for the same-side kaon tagger B0

s → D−s π
+ decays are used. The overall tagging

performance is summarised in table 6.8.

Table 6.8: Tagging performance

Category Fraction(%) ε(%) D2 εD2(%)
OS-only 14.595 11.349 0.078 0.88±0.04
SSK-only 54.751 42.574 0.032 1.38±0.30
OS&SSK 30.654 23.837 0.104 2.47±0.15
Total 100 77.760 0.061 4.73±0.34

6.2.9 Data fitting

The fitting procedure uses the sFit technique for background subtraction, as described in
Section 6.2.3. The full PDF for each year y (2015 and 2016), trigger category g (biased
and unbiased) and mKK bin i (i ∈ [1; 6]), based on Eq. 6.2 and taking into account all
detector response effects, is given by

P iy,g
(
t,Ω|qOS, qSSK, ηOS, ηSSK, σt

)
=

10∑
k=1

1

Ny,g
P ik
(
t,Ω|qOS, qSSK, ηOS, ηSSK, σt

)
(6.17)

=

10∑
k=1

1

Ny,g
Ñ i
kfg,y,k(Ω)εg,y(t)

·
{[(

1 + qOS
(
1− 2ωOS

(
ηOS

))) (
1 + qSSK

(
1− 2ωSSK

(
ηSSK

)))
· hk

(
t|B0

s

)
+
(
1− qOS

(
1− 2ω̄OS

(
ηOS

))) (
1− qSSK

(
1− 2ω̄SSK

(
ηSSK

)))
· hk

(
t|B0

s

)]
⊗ G (t|σt)} ,

where qOS and qSSK are the OS and SSK tag decisions, ηOS and ηSSK the measured mistag
probabilities, ω and ω̄ the mistag probability calibration for B0

s and B0
s (see Section 6.2.8); ε(t)
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is the decay time acceptance (see Section 6.2.7); G (t|σt) is the decay time resolution with decay
time uncertainty σt (see Section 6.2.5); Ñi,k = Nk for k < 8 and Ñi,k = CSP,iNk for k = 8, 9, 10
(see Section 6.2.4); Ny,g is the normalisation given by

Ny,g
(
t,Ω|qOS, qSSK, ηOS, ηSSK, σt

)
=

15ps∫
t=0.3ps

∫
Ω

6∑
i=1

10∑
k=1

wkPi,k
(
t,Ω|qOS, qSSK, ηOS, ηSSK, σt

)
dtdΩ,

(6.18)

where wk are the angular acceptance weights (see Section 6.2.6).
The values of φs and ∆Γs were kept blinded during the full analysis.

6.2.10 Baseline fit

The difference between the lifetimes, ∆Γsd = Γs−Γd, is fitted instead of Γs, given that it can be
measured with a higher precision, independently of the value of Γd used in the determination of
the time acceptance.

The decay time acceptance can be parametrized as a fuction of Γd as follows (see Section
6.2.7:

ε
B0
s

data(t) ∝ N(t)

e−Γdt
⊗
G(t, σt)

(6.19)

Where N(t) represents the background subtracted B0 data sample, and G(t, σt) the Gaussian
resolution function. Expressing Γd around the used value, Γ0

d = 1.0/1.520 ps−1:

ε
B0
s

data(t; Γd) ∝
N(t)

e−(Γ0
d+δΓd)t

⊗
G(t, σt)

≈ N(t)

e−Γ0
dt
⊗
G(t, σt)

× eδΓdt

= ε
B0
s

data(t; Γ0
d)× eδΓdt

where δΓd accounts for the deviation from the chosen value and it is assumed that t is much larger
than the decay time resolution (which is fulfilled, given that tmin/σt ≈ 0.3/0.05). Constraining
δΓd to the uncertainty on Γd, and using Eq. 6.20, the systematic uncertainty of the physics
parameters due to the chosen value of Γd is directly obtained in the fit. The parameter Γs can
be also expressed in terms of Γ0

d and δΓd as follows:

Γs = ∆Γsd + Γd = ∆Γsd + Γ0
d + δΓd (6.20)

Inserting Eq. 6.20 into the term of the pdf (see Eq. 6.18) that is decay time dependent:

pdf(t) ≈ εB
0
s

data(t; Γ0
d)× eδΓdt × [e−(∆Γsd+Γ0

d+δΓd)
⊗

G(t, σt)]

≈ εB
0
s

data(t; Γ0
d)× eδΓdt × e−δΓdt × [e−(Γ0

d+δΓd)
⊗

G(t, σt)]

= ε
B0
s

data(t; Γ0
d)× [e−(Γ0

d+δΓd)
⊗

G(t, σt)].

Notice that Eq. 6.21 does not depend on δΓd. Hence, ∆Γsd will be independent of the chosen Γd.
For this reason, δΓd can be set to 0. Toy studies have been carried on to check this independence.

132



Events with negative mistag probability are manually assigned ω = 0. As said before, |λ| and
φs are assumed to be common to all polarisation states. Checks of this assumption are made,
where polarisation dependence is instead considered. These are in agreement with the baseline
fit. Several fitters were independently developed, including the baseline one, which is based on
the usage of graphics processing units (GPUs). These are optimized for parallel calculations that
allow a faster computation. Given the high complexity of the fit, that translates into a long time
until the algorithm reaches convergence, a fit speed up is crucial especially when dealing with
large data sets, e.g. when estimating some systematic uncertainties. The algorithm is based
on the Ipanema framework [203]. It has a CPU component, written in python that constitutes
a front-end to control the fit inputs. These inputs are then passed to the GPU component,
based on CUDA (a parallel computing platform created by Nvidia), that takes care of the pdf
computation. Both parts interact via pycuda, that acts as a wrapper around the CUDA code.
Timing tests can be found in Table 6.9.

Table 6.9: Fit convergence times on two different graphics cards for the nominal data set
and a sample ten times its size.

Graphics card 146798 events 10x146798 events
2170 calls 1868 calls

GeForce GTX 1080 0.5 min 3.8 min
Tesla M2090 0.97 min 7.5 min

A good agreement is found between the fit results provided by the different fitters. The
preliminary fit result is given in Table 6.11 and the corresponding preliminary correlation matrix
in Table 6.12. The statisitical uncertainties reported are the symmetric uncertainties from either
MINOS (when asymmetric) or HESSE. The preliminary background subtracted projection plots
are shown in Figures 6.10 and 6.11. A preliminary summary of the systematic uncertainties is
shown in Table 6.10. They can be further classified in several blocks, depending on their source,
as follows:

• The strategy followed with the fraction of multiple candidates found in the data sample
(multiple candidates). A systematic is taking computing the difference between the base-
line result and the result obtained when recalculating the acceptances and redoing the fit
with the samples without clones.

• The correlation of the mass with the decay time and the helicity angles (mass factori-
sation). The only non-negligible systematic due to this is the one concerning the decay
time, since the shape of the combinatorial background varies with time.

• The parametrisation of the mass error in the computation of the sWeights (mass shape).
The systematics is studied using a linear parametrisation instead of a quadratic one.

• The intrinsic fit bias (fit bias). A systematic is assigned using toy MC. with pseudo-
experiments.

• The CSP factors (CSP factors). In this case, the parameters that are used are varied
within their uncertainties. Furthermore, a different solution for f0 [239] and an alternative,
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data-driven shape for the S-wave are tested. The value for this systematics is assigned
accordingly.

• The systematics arising when studying the time resolution. These were explained in
Section 6.2.5 and correspond to Time res.: prompt, Time res.: statistical, Time res.:
µ(δt) and Time res.: Wrong PV.

• The tagging parameters (Quadratic OS tagging). A systematic effect is evaluated con-
cerning the usage of a second order polynomial instead of a first order polynomial for the
OS tagging calibration.

• The angular acceptance studies. There are 4 systematics originating from these studies:

– Ang. acc.: statistical : computed coherently varying the weights within their errors,
taking into account the correlations between them, and repeating the fit.

– Ang. acc.: correction: this uncertainty assess the choice of the variables as well as
the method used in the iterative procedure to correct for differences between the
simulation sample that is used to calculate the normalisation weights.

– Ang. acc.: t & σt dependence, that accounts for the correlation between the decay
time and the angular acceptance, as well as the correlation between the angular
acceptance and the decay time uncertainty. These dependencies are not included in
the fit to data. Therefore, they are addressed as systematics.

• The determination of the time acceptance. In this case the systematic sources are:

– Dec. time acc.: knot pos.: the position of the knots is varied for systematic studies.

– Dec. time acc.: p.d.f reweighting and Dec. time acc.: kinematic reweighting : these
systematic values concern the reweighting of the pdf and the corrections in kinematic
variables made in order to account for the differences between data and simulation.

– Dec. time acc.: statistical, that assesses the impact of the statistical uncertainties
of the spline coefficients on the decay time acceptance computation.

– Dec. time acc.: Other MC sample, that studies the changes observed when using
simulated events with ∆Γs 6= 0 instead of ∆Γs = 0.

• The precision on the length (0.022%) and track momentum (0.03%) scales, that are 0.022%
and 0.03% respectively (Length scale). To study this, a momentum scaling is used.

• The treatment of BKGCAT == 60 events in simulation (BKGCAT == 60 ). These are events
that are not truth-matched but partially peak at the correct B0

s mass. Different strategies
are analysed to reduce the residual events (non-peaking background) of this type after
applying sWeights to the full simulation samples.
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Figure 6.10: Decay-time distributions for background subtracted B0
s → J/ψK+K− decays

(data points) with the one-dimensional projections of the PDF at the maximal likelihood point.
The solid blue line shows the total signal contribution, which contains CP -even (long-dashed
red), CP -odd (short-dashed green) and S-wave (dotted-dashed purple) contributions. Data and
fit projections for 2015 and 2016 and both trigger categories are combined.
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Figure 6.11: Helicity-angle distributions for background subtracted B0
s → J/ψK+K− decays

(data points) with the one-dimensional projections of the PDF at the maximal likelihood point.
The solid blue line shows the total signal contribution, which contains CP -even (long-dashed
red), CP -odd (short-dashed green) and S-wave (dotted-dashed purple) contributions. Data and
fit projections for 2015 and 2016 and both trigger categories are combined.

136



Table 6.10: Summary of the systematic uncertainties for the polarisation-independent fit.

Source |A0|2 |A⊥|2 φs |λ| δ⊥ − δ0 δ‖ − δ0 −Γd
[rad ] [rad ] [rad ] [ps−1 ]

Central value 0.5191 0.2454 −0.081 1.006 2.65 3.059 −0.0041
Stat. error +0.0029

−0.0029
+0.0040
−0.0040

+0.041
−0.041

+0.016
−0.016

+0.13
−0.13

+0.084
−0.073

+0.0024
−0.0023

Multiple candidates 0.00060 0.00012 0.0011 0.0011 0.0073 0.0021 0.00033
Mass factorisation 0.0004 0.0004 0.001 0.0008 0.0099 0.004 0.0006
Mass shape 0.0006 0.0004 - - 0.0005 0.003 -
Fit bias 0.0001 0.0006 0.001 - 0.022 0.033 -
CSP factors - 0.0001 0.001 0.001 0.013 0.005 -
Time res.: prompt - - - - 0.001 0.001 -
Time res.: statistical - - - - - - -
Time res.: µ(δt) - - 0.0032 0.001 0.080 0.001 0.0002
Time res.: Wrong PV - - - - 0.001 0.001 -
Quadratic OS tagging - - - - - - -
Ang. acc.: statistical 0.00030 0.00036 0.0011 0.0018 0.0025 0.0044 0.00003
Ang. acc.: correction 0.00070 0.00029 0.0016 0.0021 0.0016 0.0016 -
Ang. acc.: t & σt dependence 0.00084 0.00120 0.0012 0.0007 0.029 0.0055 0.00021
Dec. time acc.: knot pos. - - - - - - 0.00019
Dec. time acc.: p.d.f. reweighting - - - - - - 0.00007
Dec. time acc.: kinematic reweighting - - - - - - 0.00021
Dec. time acc.: statistical 0.00020 0.00030 - - - - 0.00120
Dec. time acc.: Other MC sample 0.00012 0.00018 - - - - 0.00031
Length scale - - - - - - -
BKGCAT==60 0.00019 0.00013 0.0005 0.0014 - 0.0017 0.00020
Quadratic sum of syst. 0.0015 0.0016 0.0045 0.0037 0.090 0.035 0.0015

Source ∆Γs ∆ms δ1
S − δ⊥ δ2

S − δ⊥ δ3
S − δ⊥ δ4

S − δ⊥ δ5
S − δ⊥

[ps−1 ] [ps−1 ] [rad ] [rad ] [rad ] [rad ] [rad ]

Central value 0.0772 17.706 2.21 1.57 1.11 −0.29 −0.541
Stat. error +0.0076

−0.0077
+0.057
−0.059

+0.17
−0.20

+0.29
−0.29

+0.49
−0.37

+0.16
−0.27

+0.091
−0.102

Multiple candidates 0.00011 0.0014 0.011 - 0.024 0.007 0.0041
Mass factorisation 0.0004 0.0028 0.0229 0.0093 0.0136 0.0074 0.0124
Mass shape 0.0002 0.001 0.005 0.001 0.01 0.01 0.0097
Fit bias 0.0003 0.001 0.05 0.02 0.08 0.11 0.01
CSP factors 0.0001 0.002 0.18 0.02 0.03 0.01 0.01
Time res.: prompt - 0.001 - - - 0.003 0.002
Time res.: statistical - - - - - - -
Time res.: µ(δt) 0.0003 0.005 - 0.003 0.002 0.003 0.0056
Time res.: Wrong PV - 0.001 - 0.001 0.001 0.001 0.001
Quadratic OS tagging - - - 0.003 0.001 0.001 -
Ang. acc.: statistical - 0.0011 0.003 0.006 0.013 0.012 0.0044
Ang. acc.: correction 0.00021 - - 0.009 - 0.011 0.0046
Ang. acc.: t & σt dependence 0.00095 0.0028 0.013 0.022 0.027 0.032 0.010
Dec. time acc.: knot pos. - - - - - - -
Dec. time acc.: p.d.f. reweighting 0.00009 - - - - - -
Dec. time acc.: kinematic reweighting - - - - - - -
Dec. time acc.: statistical 0.00083 - - - - - -
Dec. time acc.: Other MC sample 0.00050 - - - - - -
Length scale - 0.004 - - - - -
BKGCAT==60 0.00012 - - - - 0.004 0.0018
Quadratic sum of syst. 0.0015 0.008 0.19 0.039 0.095 0.117 0.025

Source δ6
S − δ⊥ F 1

S F 2
S F 3

S F 4
S F 5

S F 6
S

[rad ]
Central value −1.11 0.490 0.0401 0.0041 0.0069 0.073 0.151
Stat. error +0.14

−0.16
+0.043
−0.043

+0.0081
−0.0075

+0.0029
−0.0016

+0.0061
−0.0045

+0.014
−0.013

+0.019
−0.018

Multiple candidates 0.007 0.0017 0.00120 0.00015 0.00067 0.0014 0.0006
Mass factorisation 0.0349 0.0184 0.0006 0.0001 0.0005 0.0032 0.0065
Mass shape. 0.0117 0.0049 0.0006 0.0001 0.0008 0.0031 0.005
Fit bias 0.04 0.0008 0.0042 0.0013 0.0007 0.0002 0.0007
CSP factors 0.10 0.001 0.0031 0.0004 0.0004 0.001 0.007
Time res.: prompt 0.002 0.0001 0.0001 - 0.0002 0.0004 -
Time res.: statistical - - - - - - -
Time res.: µ(δt) 0.002 0.0001 - - 0.0001 0.0001 -
Time res.: Wrong PV 0.001 0.0001 0.0001 - 0.0001 0.0002 -
Quadratic OS tagging 0.001 - - - 0.0002 - -
Ang. acc.: statistical 0.004 0.0007 0.00032 0.00011 0.00026 0.0006 0.0006
Ang. acc.: correction 0.003 0.0014 0.00031 0.00006 0.00059 0.0013 0.0011
Ang. acc.: t & σt dependence 0.010 0.0063 0.00069 0.00024 0.00015 0.0010 0.0016
Dec. time acc.: knot pos. - - - - - - -
Dec. time acc.: pd.f. reweighting - - - - - - -
Dec. time acc.: kinematic reweighting - - - - - - -
Dec. time acc.: statistical - - - - - - -
Dec. time acc.: Other MC sample - - - - - - -
Length scale - - - - - - -
BKGCAT==60 0.002 - 0.00022 0.00009 0.00020 0.0006 0.0005
Quadratic sum of syst. 0.115 0.020 0.0055 0.0014 0.0016 0.0051 0.011
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Table 6.11: Parameter estimates for the baseline (Santiago) polarisation-independent fit com-
pared to the Run 1 result [247].

Par baseline |λ| = 1 Fixed tag Run I
φs[rad] −0.081+0.041

−0.041 −0.083± 0.040 −0.081± 0.038 −0.058± 0.049
|λ0| 1.006+0.016

−0.016 1 1.008± 0.015 0.964± 0.019
∆Γsd[ps−1] −0.0041+0.0024

−0.0023 −0.0041± 0.0023 −0.0041± 0.0023 0.0024± 0.0027
∆Γs[ps−1] 0.0772+0.0076

−0.0077 0.0773± 0.0076 0.0770± 0.0076 0.0805± 0.0091
∆ms[ps−1] 17.706+0.057

−0.059 17.707± 0.058 17.698± 0.057 17.711+0.055
−0.057

|A⊥|2 0.2454+0.0040
−0.0040 0.2454± 0.0040 0.2455± 0.0040 0.2504± 0.0049

|A0|2 0.5191+0.0029
−0.0029 0.5191± 0.0029 0.5190± 0.0029 0.5241± 0.0034

FS1 0.490+0.043
−0.043 0.490± 0.043 0.491± 0.043 0.426± 0.054

FS2 0.0401+0.0081
−0.0075 0.0400± 0.0079 0.0395± 0.0077 0.059± 0.017

FS3 0.0041+0.0029
−0.0016 0.0040± 0.0020 0.0041± 0.0022 0.0101± 0.0067

FS4 0.0069+0.0061
−0.0045 0.0070± 0.0052 0.0063± 0.0047 0.0103± 0.0061

FS5 0.073+0.014
−0.013 0.073± 0.013 0.071± 0.013 0.049± 0.015

FS6 0.151+0.019
−0.018 0.151± 0.018 0.147± 0.018 0.193± 0.025

δ‖ − δ0[rad] 3.059+0.084
−0.073 3.059± 0.078 3.049± 0.076 3.258+0.099

−0.181

δ⊥ − δ0[rad] 2.65+0.13
−0.13 2.65± 0.13 2.65± 0.13 3.08+0.14

−0.15

δS1 − δ⊥[rad] 2.21+0.17
−0.20 2.20± 0.19 2.21± 0.18 0.84± 0.20

δS2 − δ⊥[rad] 1.57+0.29
−0.29 1.60± 0.30 1.57± 0.29 2.15± 0.28

δS3 − δ⊥[rad] 1.11+0.49
−0.37 1.14± 0.45 1.07± 0.42 0.47± 0.21

δS4 − δ⊥[rad] −0.29+0.16
−0.27 −0.28± 0.18 −0.32± 0.19 −0.34± 0.17

δS5 − δ⊥[rad] −0.541+0.091
−0.102 −0.540± 0.095 −0.537± 0.095 −0.59± 0.15

δS6 − δ⊥[rad] −1.11+0.14
−0.16 −1.11± 0.15 −1.12± 0.15 −0.90± 0.14

pos0 0.3892+0.0028
−0.0028 0.3892± 0.0028 0.39 -

∆pos0 0.0090+0.0014
−0.0014 0.0090± 0.0014 0.009 -

pos1 0.846+0.027
−0.027 0.846± 0.027 0.85 -

∆pos1 0.015+0.012
−0.012 0.015± 0.012 0.014 -

pss0 0.4432+0.0072
−0.0072 0.4433± 0.0072 0.43 -

∆pss0 0.003+0.029
−0.029 0.003± 0.029 0.000 -

pss1 0.608+0.088
−0.088 0.607± 0.088 0.92 -

∆pss1 −0.000+0.030
−0.030 −0.000± 0.030 0.000 -
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6.2.11 Coverage of the uncertainty with the sFit

To check the reliability of the uncertainties on the physics parameters in the data fit to the time
and helicity angles, the method of bootstrapping [248] is applied to both data and simulation.
For this, a set of pseudo-samples is created by randomly selecting events from the simulation or
data sample. The number of events in each pseudo-sample is the same as the number of events
of the original one. After creating the samples, they are fitted, and the central value and pull
distributions for each fit parameter are plotted (see Figures in Appendix D). The correspond-
ing bootstrapping uncertainty (and the uncertainty on the uncertainty) for each parameter is
obtained from the RMS of the distribution of its central values.

6.2.11.1 Simulation

The results for bootstrapping using simulation are shown in Table 6.13. For this study a sim-
ulation sample from 2016 has been used, with S26 applied. Good agreement is found between
the errors provided by the fit and the ones computed using bootstrapping.

Table 6.13: Variation in the statistical uncertainties for the fit parameters using the errors
provided by the fit and the ones obtained with bootstrapping for simulation.

Parameter Fit Bootstrapping
fL 0.0006 0.0005819 ± 0.000002
f⊥ 0.0008 0.000796 ± 0.0000126

φs [rad ] ∗ 0.0016 0.0016091 ± 0.0000256
δ⊥ [rad ] 0.006 0.0063273 ± 0.0001005
δ‖ [rad ] 0.007 0.006711 ± 0.0001066
|λ| 0.001 0.0010967 ± 0.0000174

∆Γsd [ps−1 ] 0.0005 0.00057 ± 0.0000091
∆Γs [ps−1 ]∗ 0.0016 0.0015527 ± 0.0000247
∆ms [ps−1 ] 0.0021 0.0021915 ± 0.0000348

6.2.11.2 Data

The results for bootstrapping using 2015 and 2016 data can be seen in Table 6.14. In this case,
sWeighted data has been used, with Stripping version 28. Contrary to simulation, discrepancies
are found between bootstrapping and fit errors, especially in the strong phases and the S-wave fit
fractions. A few effects contribute to this. First, the sWeights used for the fit are not recalculated
for each randomly drawn sample, which can lead to differences in the uncertainties. However, this
does not seem to affect the MC and so is probably only a secondary effect. Second, some of the
S-wave phases have a second, less pronounced minimum. In this case, a reliable error estimation
for the lower minimum is impossible because it merges with the higher minimum before the
likelihood changes by a significance of 1σ. In addition, the likelihoods of some parameters show
an asymmetric and non-Gaussian behaviour. This is especially true for the S-wave parameters,
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where the S-wave fit fractions are consistent with zero within 2σ an the S-wave and phase
uncertainties cannot be determined precisely. In these cases, the MIGRAD/HESSE errors are not
a correct estimate of the uncertainties. Instead, for the final result the uncertainties are taken
from MINOS.

Table 6.14: Variation in the statistical uncertainties for the fit parameters using the errors
provided by the fit and the ones obtained with bootstrapping for 2015 and 2016 data.

Parameter Fit Bootstrapping
fL 0.0029 0.0029 ± 0.0002
f⊥ 0.0040 0.0040 ± 0.0003

φs [rad ] ∗ 0.041 0.043 ± 0.004
δ⊥ [rad ] 0.13 0.16 ± 0.02
δ‖ [rad ] +0.083

−0.074 0.055 ± 0.017
|λ| 0.016 0.019 ± 0.006

Γs − Γd [ps−1 ] +0.0024
−0.0023 0.0023 ± 0.0001

∆Γs [ps−1 ]∗ +0.0076
−0.0077 0.0074 ± 0.0005

∆ms [ps−1 ] +0.057
−0.060 0.081 ± 0.015

δ1
S − δ⊥ +0.17

−0.20 0.62 ± 0.77
δ2
S − δ⊥ +0.29

−0.30 0.25 ± 0.19
δ3
S − δ⊥ +0.49

−0.37 0.38 ± 0.17
δ4
S − δ⊥ +0.16

−0.26 0.72± 1.82
δ5
S − δ⊥ +0.091

−0.103 0.17 ± 0.08
δ6
S − δ⊥ +0.14

−0.16 0.16 ± 0.04
F 1
S 0.043 0.045 ± 0.004
F 2
S

+0.0081
−0.0074 0.0083 ± 0.0026

F 3
S

+0.0029
−0.0016 0.0024 ± 0.0017

F 4
S

+0.0062
−0.0045 0.0053 ± 0.025

F 5
S 0.013 0.014 ± 0.002
F 6
S

+0.019
−0.018 0.018 ± 0.002
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6.2.12 φs MultiNest

In order to further corroborate the previous result, and see the behaviour of the probability
with each of the fit parameters, a scan is performed using the MultiNest Bayesian inference
tool [227] with 2016 LHCb data. The lower and upper bins are removed from the scan, as they
represent a high computational cost and they do not have much statistics. Therefore, only 4
mKK bins are used. To this same end, Γs−Γd is fixed to its PDG value, -0.002678 ps−1 [59]. The
tagging parameters also remain fixed. As in the previous section, the CP -violating parameter
|λ| is assumed to be common to all polarization states. A total of 16 parameters are scanned,
with 10000 live points set in the MultiNest algorithm. The tolerance paramter, that defines
the termination criterion based on the accuracy of the evidence, is set to the default one, 0.5.
Enough accuracy should be provided with this value. MultiNest will terminate if either has
reached the maximum number of iterations or convergence criterion has been satisfied [249].
The results are shown in Figures 6.12, 6.13 and appendix E. As it can be seen from these, the
scan results (first column in Table 6.15) are in good agreement (within uncertainties) with the
fit results (second column in Table 6.15).

The discrepancies found for φ0
s and ∆Γs are due to the existence of two minima. These

come from the invariance of the time dependent differential decay rate under the transformation
(φ0
s,∆Γs) ↔ (π − φ0

s,−∆Γs) [250]. Because of this, the results provided by MultiNest are an
average of the two solutions. From Figure 6.12 it can be seen that the values corresponding
to (φ0

s,∆Γs) are close to the fit result. Moreover, the strong phases, as well as δ⊥, δ‖, are
also affected, which translates into two minima for all of them (almost merged together in some
cases), where one minimum is in agreement with the second column of Table 6.15. To resolve the
ambiguity, the strong interaction phase shift is required [250]. From the experimental analysis
it can be seen that the preferred solution is the one corresponding to (φ0

s,∆Γs), as expected.

Table 6.15: Scan results obtained with MultiNest, as compared to the fit results.

Parameter Scan results Fit results
φ0
s [rad] -1.580 ± 1.464 -0.116 ± 0.043
|λ0| 1.030 ± 0.016 1.030 ± 0.016

∆Γs [ps−1] -0.00094±0.08058 0.0805 ± 0.0077
∆m [ps−1] 17.706 ± 0.061 17.700 ± 0.059

fL 0.5174 ± 0.0031 0.5175 ± 0.0031
f⊥ 0.2468 ± 0.0042 0.2649 ± 0.0042
F 2
S 0.0422 ± 0.0092 0.0394 ± 0.0090
F 3
S 0.0056 ± 0.0026 0.0047 ± 0.0027
F 4
S 0.0117 ± 0.0062 0.0120 ± 0.0065
F 5
S 0.065 ± 0.014 0.065 ± 0.014

δ⊥ [rad] 1.56 ± 0.98 2.53 ± 0.13
δ‖ [rad] 3.142 ± 0.110 3.053 ± 0.083
δ2
S − δ⊥ 1.57 ± 0.30 1.69 ± 0.33
δ3
S − δ⊥ 1.58 ± 0.60 1.05 ± 0.45
δ4
S − δ⊥ -1.58 ± 1.31 -0.23 ± 0.14
δ5
S − δ⊥ -1.58 ± 1.08 -0.47 ± 0.10
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Figure 6.12: Results obtained from the MultiNest scan.
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Figure 6.13: Results obtained from the MultiNest scan.
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6.2.13 Conclusions

The tagged, time dependent angular analysis of approximately 100k B0
s → J/ψK+K− has been

performed at LHCb using 1.9 fb−1 of pp collision data collected by the experiment in 2015 and
2016. Such study has yielded the most precise measurement of CP violation parameters in the
interference between mixing and decay for the B0

s system so far. The preliminary results, still
to be approved by the LHCb collaboration, are:

φs = −0.081± 0.041± 0.005rad

|λ| = 1.006± 0.016± 0.004

∆Γs = 0.0772+0.0076
−0.0077 ± 0.0015ps−1

Γs − Γd = −0.0041+0.0024
−0.0023 ± 0.0015ps−1

(6.21)

where the first uncertainties are statistical and the second sytematic. This result is in agreement
with the Run 1 measurement of LHCb [247] within 1.7σ, considering statistical uncertainties
only. The value of φs is 1.2σ away from the SM prediction [222]. Combining this result with
the Run 1 result [247] taking into account correlations between the systematic uncertainties,
and making the weighted average of this with the φs value in the high mKK mass analysis [239]
yields an unapproved average:

φs = −0.081± 0.030 rad (6.22)

As for future runs, the expected sensitivity for φs as a function of the luminosity can be seen
in Figure 6.14.

Figure 6.14: Expected sensitivity for φs as a function of the luminosity. The
current central value is φcc̄ss = −0.021 ± 0.031 [245], and the SM prediction:
−2βs = −0.0364± 0.0016 rad [222].

Complementarily to the analysis described in 6.2, a MultiNest scan has also been performed
using Run 2 (2016) data, finding good agreement between this and the former. Two minima for
∆Γs and φs are found, in agreement with what is stated in Ref. [250].
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6.3 Phenomenological studies

The meson-antimeson ocillations are described by the mixing amplitudes [162]

M
(M)
12 ≡

〈
M |H∆F=2

eff |M̄
〉
M = K0, Bd,s, (6.23)

where H∆F=2
eff is the effective Hamiltonian. Within the MSSM, it has the form:

H∆F=2
eff =

5∑
i=1

CiQi +

3∑
i=1

C̃iQ̃i + h.c. (6.24)

with the operators Qi given, in the case of Bs mixing, by:

Q1 = (s̄αγµPLb
α)(s̄βγµPLb

β)

Q2 = (s̄αPLb
α)(s̄βPLb

β)

Q3 = (s̄αPLb
β)(s̄βPLb

α)

Q4 = (s̄αPLb
α)(s̄βPRb

β)

Q5 = (s̄αPLb
β)(s̄βPRb

α)

(6.25)

where PR,L = 1
2(1±γ5) and α, β are colour indices. The operators Q̃1,2,3 are obtained from Q1,2,3

by the replacement L↔ R [162]. In the case of Bd, the replacement s→ d needs to be done in
equation 6.25. Several representative observables can be extracted from these amplitudes, such
as the mixing phase, the oscillation frequency or the semileptonic asymmetry:

φs = arg (M12), ∆ms = |M12|, ASL = − ∆Γs
∆Ms

tanφs (6.26)

Note that their value strongly depends on NP contributions:

M12 = MSM
12 +MNP

12 (6.27)

For NP searches the observables related to the B0
s − B̄0

s oscillation (a ∆F = 2 process),
such as φs and ∆ms play a major role, as they are very sensitive to these NP effects. For
example, new particles entering the diagrams and therefore modifying the value of the measured
observables. Indeed, there are many well motivated scenarios such as Supersymmetry [54, 162]
where a big difference with respect to the SM value can be achieved.

In this section, the MSSM effects in ∆F = 2 processes involving B-mesons, as well as in
the Electric Dipole Moments (hereafter, EDMs) of the proton and the neutron, and processes
related to ∆F = 0 and ∆F = 1 transitions are analysed. Such observables are predicted under
consideration of MSSM contributions, accounting for the relevant experimental and theoretical
constraints.
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Table 6.16: Scan ranges for scenario A, B (motivated by Higgsino Dark Matter) C (mo-
tivated by Wino Dark Matter), D and E. All masses are in TeV.

Parameter Scenario A Scenario B Scenario C Scenario D Scenario E
m̃Q [2, 10] [2, 10] [4, 10] [2, 5] [2,10]

m̃2
Q/m̃

2
d [0.25, 4] [0.25, 4] [0.25, 4] [0.25, 4] [0.25, 4]

m̃2
u/m̃

2
Q 1 1 1 10/m̃2

Q 1

M3 [2, 10] [4.5, 15] [4, 15] [2, 10] [2, 10]
tanβ [2, 50] [10, 50] [10, 50] [2, 50] [2, 50]
At 0 0 0 0 [-3, 3]
MA [2, 10] [2, 10] [5, 20] [2, 10] [2, 10]
|µ| [2, 10] 1 [5, 20] [2, 10] [2, 10]

M1
α1(µ

SUSY )
α3(µSUSY )

M3
α1(µ

SUSY )
α3(µSUSY )

M3 5 α1(µ
SUSY )

α3(µSUSY )
M3

α1(µ
SUSY )

α3(µSUSY )
M3

M2
α2(µ

SUSY )
α3(µSUSY )

M3
α2(µ

SUSY )
α3(µSUSY )

M3 3 α2(µ
SUSY )

α3(µSUSY )
M3

α2(µ
SUSY )

α3(µSUSY )
M3

Re
[
(δLLd )23

]
[-0.4, 0.4] [-0.4, 0.4] [-0.4, 0.4] [-0.4, 0.4] [-0.4, 0.4]

Im
[
(δLLd )23

]
[-0.4, 0.4] [-0.4, 0.4] [-0.4, 0.4] [-0.4, 0.4] [-0.4, 0.4]

Re
[
(δLLd )23 × (δRRd )23

]
[-0.01, 0.01] [-0.01, 0.01] [-0.01, 0.01] [-0.01, 0.01] [-0.01, 0.01]

Im
[
(δLLd )23 × (δRRd )32

]
[-0.01, 0.01] [-0.01, 0.01] [-0.01, 0.01] [-0.01, 0.01] [-0.01, 0.01]

6.3.1 Formalism and parameter scan

The formalism, as well as the first three scenarios, are the same as the ones used in Section 5.2.
Apart from these scenarios, two additional ones are also explored:

• Scenario D: a scenario with trilinear couplings set to zero, At = 0 and a very heavy
right-handed stop, motivated by scenarios with conservative predictions for EDMs.

• Scenario E: a scenario with At 6= 0, m̃Q = m̃t, motivated by sccenarios with more aggres-
sive predictions for EDMs.

A summary of the corresponding ranges for the different parameters can be found in Table
6.16.

6.3.2 Observables

The following observables are calculated:

• Observables sensitive to tanβ and the heavy Higgs mass: B(B+ → τ+ντ ), ∆C7.

• B(B0
s → µ+µ−), B(B0

d → µ+µ−)

The definitions of B(B+ → τ+ντ ) and ∆C7 are given in ref. [162] and in Section 5.2.2.3. The
branching fractions B(B0

s → µ+µ−) and B(B0
d → µ+µ−) are computed following the expressions

in Appendix G.1. The CKM matrix is fitted excluding measurements with potential sensitivity
to MSSM contributions. The following observables are calculated from the mixing amplitudes
for Bs and Bd:

• The mixing phase of the Bs,d meson system with respect to its SM prediction, ∆φs,d =
arg (M12/M

SM
12 )
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• The mass difference of the Bs,d meson system with respect to its SM prediction,
∆ms/∆m

SM
s = |M12|/|MSM

12 |

• The semileptonic asymmetry, computed as − ∆Γs
∆Ms

tanφs The value for ∆Γs is taken as
0.085 ± 0.015 [251]. In order to use a quantity easier to construct from the theoretical
point of view, the quantity ∆MsASL/∆Γs is used.

The Electric Dipole Moments for each scenario are also computed, as they have been shown
to be very good probes for New Physics contributions, given that they are predicted to be very
small in the SM and can be accurately measured. Therefore, they can be used as complementary
NP serches. These are CP-violating but flavour conserving observables. Proton and neutron
represent complementary information, as they have different sensitivities to the EDMs, in addi-
tion to different up and down distributions. The formulae used are specified in appendix G.2.3.
The neutron, proton and mercury EDMs (the element that provides the strongest experimental
limit [252]) are computed as follows:

dn = 1.4 ∗ (dd/e− 0.25 ∗ du/e) + 0.83 ∗ (dcu + dcd)− 0.27 ∗ (dcu − dcd) (6.28)

dp = 1.4 ∗ (du/e− 0.25 ∗ dd/e) + 0.83 ∗ (dcu + dcd) + 0.27 ∗ (dcu − dcd) (6.29)

dHg = −2.4× 10−4 ∗ (1.9 ∗ dn + 0.2 ∗ dp); (6.30)

Finally, the difference of the CP asymmetries in B− → X−s γ and B̄− → X0
sγ is computed,

as it is sensitive to the contributions to C7, C8, C
′
7 and C

′
8 in these type of studies. The formula

is taken from Ref. [175]

∆ACP (b→ sγ) = ACP(B− → X−s γ)−ACP(B̄− → X0
sγ) = 4π2αs(µb)

Λ̃78

mb
Im

[
C∗7γC8g + C

′∗
7γC

′
8g

|C7γ |2 + |C′7γ |2

]
(6.31)

where the hadronic parameter is assumed to be Λ̃78 = 89 MeV. The constraints imposed on
physics observables are listed in table 6.17 where the EXP/SM represents the measured value
over the SM prediction with their uncertainties. The expressions used for the Wilson coefficients
are specified in Appendix G.2.1.

6.3.3 Results

Scatter plots are shown for each scenario, corresponding to the 95% CL, given the number of
degrees of freedom. The black points are computed without including the φs constraint, while
the pink asterisks are made including the φs constraint. It can be seen that this constraint
greatly affects the allowed range of φs- φ

SM
s , as well as the range of the other observables.

The experimental results from Table 6.17 are indicated with variations of ±1σ with respect
to their uncertainties with green shaded areas. For points satisfying the imposed cut on χ2

(χ2 < 21.0 when applying the φs−φSMs constraint and χ2 < 19.7 otherwise), it is found that the
most stringent constraints are those coming from ∆ACP (b → sγ) and B(B0

s → µ+µ−)EXP/SM.
Because of the smaller value of µ as compared to the other scenarios, the allowed range for the
different observables is generally more limited in scenario B.

For each scenario, ∆φs,d is shown versus the phase of the product of the MIs (in Figures 6.15
and 6.16. Any deviation from the 0 in the Y axis implies a discrepancy with the SM prediction.
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Table 6.17: Physics observables constraints imposed in this study.

Observable Constraint
∆ms/∆m

SM
s 0.948± 0.062 [29,253]

φs − φSMs −0.0447± 0.0301 [222,245]
φd − φSMd −0.1796± 0.0535 [245]

B(B0
s → µ+µ−)EXP/SM 0.71± 0.12 [29,254]

B(B0
d → µ+µ−)EXP/SM 9.71± 6.41 [29,254]

∆msASL/∆Γs − (∆msASL/∆Γs)
SM −0.1257± 0.5651 [245]

B(B+ → τ+ντ )
EXP/SM 0.87± 0.21 [29,254]

∆C7 −0.02± 0.02 [177]
∆ACP (b→ sγ) 5.0± 3.9stat ± 1.5syst [255]

|dn| 2.9× 10−26 e cm (90% CL) [256]
|dHg| 7.4× 10−30 e cm (90% CL) [252]
mH 125.18± 20 [GeV] [29]

tan β:MA plane ATLAS limits for hMSSM scenario [178]
LSP Lightest neutralino

As it can be seen, in most cases the majority of the points stand further than 1σ away from
the experimental result. Nevertheless, points with the same prediction as in the SM are also
observed.

Figure 6.17 shows the values of Re(C4) vs Im(C4) from B0
s oscillation for the different

scenarios, again with and without the constraint on φs. Given that in the SM there is no
contribution to C4, any deviation would be a sign of NP. As it can be seen, large values can be
obtained within the different cases considered.

As for the EDMs, they are shown for the different scenarios in Figure 6.18. For these, only
points where the constraint on φs is applied are shown. As expected, the allowed range for the
scenario E is much wider than for scenario D, given that it is tailor made for aggressive EDM
predictions. Big deviations from the SM are foreseen, some of these entering the experimental
upper limits [252,256], indicated by shaded yellow areas.

The ratios of the EDMs over CEDMs for the down-quark and strange-quark are also shown
as a function of the mass ratio xg̃ = M3/m̃

2 (Figures 6.19, 6.20). A clear dependence can
be seen, as this ratio of EDMs only depends on loop functions that have xg as an argument.
Therefore, they can be used to set limits on the corresponding masses.

The difference
∣∣φd − φSMd ∣∣ is represented as a function of the neutron EDM in Figure 6.21,

showing a clear dependence. Again, the yellow shaded area indicates the upper limit on the
neutron EDM [256], where some of the predicted points enter. As before, large departures from
the SM in both variables can be seen.

Finally, in Figure 6.22, φs-φ
SM
s is shown as a function of the semileptonic asymmetry (taking

the ratio of this over the SM prediction). A manifest dependence can be seen for the latter, that
acquires values very different from 1. Moreover, the effect imposed by the constraint on φs can
be clearly appreciated in this result.

149



Figure 6.15: φs- φ
SM
s vs the the argument of the 23 δLLd δRRd for scenarios A (upper left),

B (upper right), C (middle left), D (middle right) and E (bottom).
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Figure 6.16: φd - φSMd vs the the argument of the δLLd δRRd MIs for scenarios A (upper left),
B (upper right), C (middle left), D (middle right) and E (bottom).
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Figure 6.17: Re(C4) vs Im(C4) from B0
s oscillation, for scenarios A (upper left), B (upper

right), C (middle left), D (middle right) and E (bottom).
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Figure 6.18: Neutron EDM vs proton EDM for scenarios A (upper left), B (upper right),
C (middle left), D (middle right) and E (bottom). The yellow shaded area corresponds
to the region excluded by the present limit on neutron EDM at 90% CL [256].
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Figure 6.19: Ratio of the down-quark (C)EDMs vs xg̃ = M3/m̃
2 for scenarios A (upper

left), B (upper right), C (middle left), D (middle right) and E (bottom).
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Figure 6.20: Ratio of the strange-quark (C)EDMs vs xg = M3/m̃
2 for scenarios A (upper

left), B (upper right), C (middle left), D (middle right) and E (bottom).
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Figure 6.21: |φc−φSMd | vs the EDM of the neutron for scenarios A (upper left), B (upper
right), C (middle left), D (middle right) and E (bottom).
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Figure 6.22: φs- φ
SM
s vs Asl/A

SM
sl for scenarios A (upper left), B (upper right), C (middle

left), D (middle right) and E (bottom).
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6.3.4 Conclusions

Phenomenological studies for the Bs, Bd system and the EDMs have been performed under a
MSSM scenario, similarly to what has been done in Section 5. Regions where large variations
from the respective SM values have been found to fulfill the relevant constraints. Moreover, the
φs result imposes a very important constraint on the available parameter space. Furthermore,
correlations among the different studied observables have been seen, such as the neutron EDM
with respect to |φd − φSMd | or φs − φSMs with respect to the semileptonic asymmetry.
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Chapter 7

MasterCode

7.1 MasterCode framework

The MasterCode framework performs global fits following a frequentist approach. Its core con-
sists of tools to compute the different the SUSY observables, tools to calculate the χ2 (that
will be discussed in more details in Section 7.4) and the interface to an appropiate sampling
algorithm, MultiNest [227]. So as to compute the SUSY observables, the full MSSM spectrum
for electroweak observables (including masses, mixing matrices and couplings) is computed by
SoftSUSY 3.7.2 [257]. The Higgs sector of this spectrum is further refined using calculations
from FeynHiggs 2.12.1β [258–262]. This spectrum (in a format compliant with SUSY Les
Houches Accord [263, 264]) is then used as input for other codes to compute more observables
and constraints, summarised in Table 7.1. Moreover, SuperIso v3.5 [265–267] and Susy Flavor

v2.54 [268] are used to check the evaluations of flavour observables, and Matplotlib [269] and
PySLHA [270] for plotting purposes. From this, a global likelihood function is constructed, includ-
ing contributions from electroweak precision observables, flavour measurements, the cosmological
dark matter density and direct searches for dark matter, as well as the LHC Higgs mass mea-
surement and missing transverse energy (net momentum in the transverse direction indicating
non-interacting particles) searches.

Table 7.1: Codes used to calculate SUSY observables in the MasterCode framework.

Code Reference Observables
SoftSUSY 3.7.2 [257] SUSY spectrum

FeynHiggs-2.12.1β [258–262] Higgs sector, (g − 2)µ
micrOMEGAs-3.2 [271] ΩCDMh

2

SSARD [272] σSI
p , ∆σSI

p

SuFla, SuperIso v3.5 [273,274], [265–267] Flavour physics
FeynWZ [275,276] MW , Z -pole

HiggsSignals-1.4.0 [277,278] Constraints Higgs signal-strengths
HiggsBounds-4.3.1 [279–282] Constraints H/A→ τ+τ− decay

SDECAY-1.3b [283] Decay tables
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7.2 Sampling algorithm

The main goal of the MasterCode framework is establishing confidence intervals for parameters
and observables. In order to do this, the desired region is sampled and the likelihood function is
inspected by means of the MultiNest algorithm [227]. Even though it was designed as a Bayesian
inference tool, it has proven to be very sucessful in computing profile likelihood functions [284].

The likelihood is computed iteratively based on the so-called ellipsoidal nested sample. In
this mechanism, ellipsoidal bounds are constructed in the unit cube based on clustering of N
active points. For each iteration, the point with the lowest likelihood amongst a set of points
(live or active) is discarded, and another one with higher likelihood is searched. When found, it
replaces the former, that turns into an inactive point. This is done until the Bayesian evidence
has reaches a value controlled by the tolerance.

Apart from its robustness and efficiency, this algorithm was specifically designed to deal
with multiple local maxima and elongated curving degeneracies, thus fulfilling MasterCode’s
requirements. A special feature of MultiNest is that once a point becomes active, it forms a
basin of attraction, so that proximal points will be sampled. This ensures the coverage of small
volumes, provided one of their points becomes active.

In order to ensure a good coverage of the parameter space, it is divided into segments. The
“cross-produc” of these segments constitute boxes. For each of these boxes, the number of active
points is N = 1000. Priors are defined in order to convert the input parameters into physical
quantities computable by the likelihood. Usually soft flat priors are used (an example of this
distribution can be seen in Figure 7.1). With this, 80% of the distribution lies within the nominal
segment range, with the oher 20 % outside these bounds. This allows for some overlap between
boxes, hence avoiding edge effects between neighbouring parameter segments.

7.3 Scan Ranges

The scan ranges are chosen such that they include a full coverage of parameter space, focusing on
the mass scales relevant for LHC, while maintaining the Yukawa couplings perturbatively small.
The input parameters and the nuisance parameters are sampled using soft flat and Gaussian
priors, respectively.

7.4 Method

So as to explore the different models within the MasterCode framework, frequentist confidence
intervals and regions for the model parameters and corresponding predictions for physical ob-
servables are established. In order to do this, a χ2 function is constructed from the likelihood
function using Wilks’ theorem, χ2 ≈ −2 ln (θ) + const., where the normalisation constant is
irrelevant. The χ2 function is given by

χ2(θ) ≡
∑
i

(
Oi,meas. −Oi,pred.

σ(Oi)

)2

+
∑
j

(
θSM
j,meas. − θSM

j,nuis.

σ(θSM
j,meas.)

)2

+
∑
k

χ2
k,non−Gaussian (7.1)
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Figure 7.1: Illustration of soft flat prior, for which 80% is flat and lies within the nominal
range of the segment ([0,1]), while 20% of the distribution lies outside the nominal range,
and is normally distributed.

whereOi,pred.(θ) (Oi,meas.(θ)) are the predicted (measured) values for the observables, θ(Oi) is the
total uncertainty, obtained adding the experimental and theoretical uncertainties in quadrature,

and θk,nuis. are the SM nuisance parameters mt, ∆α
(5)
had(MZ), MZ that are allowed to vary in the

fit while being constrained according to their measured values and uncertainties. The first two
terms in Eq. 7.1 correspond to a normal distribution of the likelihood, thus being “Gaussian”
constraints, while the third term is “non-Gaussian” and a more refined treatment is needed.
The confidence intervals for n parameters and/or physical observables of interest at a confidence
level α are thus given by the condition ∆χ2 ≤ ∆χ2(α, n). Some typical values are given in Table
7.2.

Table 7.2: Values for ∆χ2(α, n) that define the acceptance region ∆χ2 ≤ ∆χ2(α, n) for a
confidence level of α assuming a χ2-distribution for n degrees of freedom.

α(%) ∆χ2(α, 1) ∆χ2(α, 2)
68 0.99 2.27

68.3 1 2.30
95 3.84 5.99

95.4 4 6.18
99 6.63 9.21

99.7 9 11.82
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Therefore, 68% CL intervals (regions) correspond to ∆χ2 < 1(∆χ2 < 2.30), while 95%
CL intervals (regions) correspond to ∆χ2 < 4(∆χ2 < 5.99) for one-(two-)dimensional profile
likelihood functions.

7.4.1 Gaussian Constraints

The following Gaussian Constraints are used in the study (references are given with the corre-
sponding value):

• 95% CL lower limits on the masses of SUSY particles from ALEPH, DELPHI, L3, OPAL
experiments [285].

• Top mass, a SM input parameter to the MSSM spectrum calculaton, therefore treated as
a nuisance parameter.

• The mass of the light Higgs boson, which is one of the most accurately and constraining
properties of this particle. The assumed theoretical uncertainty for the lightest Higgs
mass within MSSM (computed using FeynHiggs-2.12.1β) is a conservative but accurate
estimate of the point-by-point uncertainty that can be calculated with such code. Further
constraints on the Higgs decays are incorporated using HiggsSignals-1.3.1.

• Dark matter relic density, determined from anisotropies in the Cosmic Microwave Back-
ground and satellite measurements. The origin of its value remains unanswered by the
SM (see Section 1.4.3), therefore being a crucial input for any NP scenario. The SUSY
prediction is taken from micrOMEGAs-3.2. Given the high sensitivity of such prediction
to the given spectrum, a theoretical uncertainty of ∼ 10% is assumed.

• Electroweak precision observables (EWPOs), MW and the Z-pole observables. Being very
accurately measured and predicted in the SM, they are valuable probes to disentangle NP

contributions from SM ones. These are computed using FeynWZ. Its inputs, ∆α
(5)
had(MZ)

and MZ , are treated as nuisance parameters in the fit.

• Flavour physics observables, such as branching fractions from rare B decays, rare K de-
cays, B − B̄ mixing and εK . As shown in Chapter 6, their values are very sensitive
to NP effects. Moreover, most of these observables are strongly suppressed within the
SM. The SUSY predictions for flavour physics observables are calculated using SuFla and
SuperIso.

7.4.2 Non-Gaussian Constraints

Contributions from non-Gaussian constraints include:

• Searches for squarks and gluinos by ATLAS and CMS, that strongly constrain the param-
eter space of the models. A χ2 is estrapolated from the provided contour plots.

• Production of heavy neutral Higgs bosons decaying into taus, H/A→ τ+τ−. The experi-
mental result [286] constitutes a search for NP particles (A), as well as a test of the Higgs
properties. As before, a χ2 is constructed from the exclusion contours from ATLAS and
CMS using HiggsBounds-4.3.1.
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• Spin-independent cross section of neutralino-nucleus elastic scattering. If measured differ-
ent from zero, it would constitute a striking evidence of the existence of the LSP within
a Supersymmetric scenario. Results from LUX, XENON, Panda and PICO and experi-
mental uncertainties in the theoretical calculation [287] are considered.

7.5 CMSSM Results

The ranges, the number of segments and the resulting number of boxes that are used in the scan
are given in table 7.3 (column labelled as “Total range”). A dedicated supplementary scan of
the low-mass region (for m0 and m1/2) is performed, with the same number of segments (column
named “Low-mass range”). A total of ∼ 35(50) × 106 points have been sampled with µ > 0
(µ < 0), being µ is the Higgs mixing parameter.

Table 7.3: Sampling ranges and segment definitions in the CMSSM model.

Parameter Total range Low-mass range Segments
m0 ( 0, 10) TeV (0,4) TeV 2
m1/2 ( 0, 10) TeV (0,4) TeV 2
A0 (-10,10) TeV (-10,10) TeV 4

tan β ( 2 , 70) (2,70) 2

Total number of boxes 32

7.5.1 Constraints

The constraints considered in this study are summarized in table 7.4. Note that, in order to
be able to appreciate the effect of the LHC 13 constraints, only LHC 8 constraints have been
included so far in the study. Moreover, future plans include imposing the dark matter relic
density constraint as an upper limit, so that the neutralino does not account for the whole
CDM, but only for a fraction. In addition, the (g− 2)µ constraint is not applied, since it would
just represent a constant shift throughout the points and cannot be accommodated within the
CMSSM.

Apart from the constraints listed in 7.4, constraints including 95% CL lower limits on the
masses of SUSY particles supersymmetric searches and universal limits have been also included,
as described in sections 7.4.1 and 7.4.2, together with constraints from HiggsSignals and
HiggsBounds. Moreover, the LSP is required to be a neutralino.
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Table 7.4: List of experimental constraints used in this work, including experimental and
(where applicable) theoretical errors: supersymmetric theory uncertainties are indicated
separately.

mt [GeV] [288] 173.34 ± 0.76

∆α
(5)
had(MZ) [1] 0.02771 ± 0.00011

MZ [GeV] [289,290] 91.1876 ± 0.0021
ΓZ [GeV] [275,276,289,291] 2.4952 ± 0.0023 ± 0.001SUSY

σ0
had [nb] [275,276,289,291] 41.540 ± 0.037
Rl [275,276,289,291] 20.767 ± 0.025

AFB(l) [275,276,289,291] 0.01714 ± 0.00095
Al(Pτ ) [275,276,289,291] 0.1465 ± 0.0032
Rb [275,276,289,291] 0.21629 ± 0.00066
Rc [275,276,289,291] 0.1721 ± 0.0030

AFB(b) [275,276,289,291] 0.0992 ± 0.0016
AFB(c) [275,276,289,291] 0.0707 ± 0.0035
Ab [275,276,289,291] 0.923 ± 0.020
Ac [275,276,289,291] 0.670 ± 0.027
AeLR [275,276,289,291] 0.1513 ± 0.0021

sin θlW
2
(Qfb) [275,276,289,291] 0.2324 ± 0.0012

MW [GeV] [275,276,289,290] 80.379 ± 0.012
Mh [GeV] [258–262,292] 125.09 ± 0.24 ± 0.15SUSY

BR
EXP/SM
b→sγ [228,293] 0.988 ± 0.045EXP ± 0.068TH,SM ± 0.050TH,SUSY

Rµµ [254,294,295] 2D likelihood, MFV

BR
EXP/SM
B→τν [59, 254] 0.883 ± 0.158EXP ± 0.096SM

BR
EXP/SM
B→Xsll [254,296] 0.966 ± 0.278EXP ± 0.037SM

BR
EXP/SM
K→µν [59, 297] 1.0004 ± 0.0095

BR
EXP/SM
K→πνν̄ [59, 298] 2.01 ± 1.31

∆M
EXP/SM
Bs

[59, 299] 0.968 ± 0.001EXP ± 0.078SM

∆M
EXP/SM
Bs

∆M
EXP/SM
Bd

[59, 299] 0.84 ± 0.12

∆ε
EXP/SM
K [273,274,300] 1.14 ± 0.10EXP+TH

ΩCDMh
2 [271,272,301] 0.1186 ± 0.0022EXP ± 0.0024TH

σSI
p [302,303] Combined likelihood in the (mg̃,mχ̃0

1
) plane

H/A→ τ+τ− [282,304] Likelihood in the (MA, tan β) plane
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7.5.2 2D Plots

The 2D projections of the scan results over the parameter space defined by the input parameters
can be seen in Figures 7.2, 7.3, 7.4, 7.5, 7.5, 7.6 and 7.7, obtained using micrOMEGAs. The
coloured contours bound regions of parameter space with 68% (red) and 95% (dark blue) CL
regions, as explained before. The best-fit point is indicated by a green star. The different colours
correspond to the dominant DM mechanism, indicated in the legend. As it can be seen, the
preferred mechanism is chargino coannihilation, and regions where the rapid annihilation via
A/H-funnel, stau coannihilation as well as stop coannihilation dominate can also be found.

Figure 7.2: The (A0, tan β) planes for µ > 0 (left panel) and µ < 0 (right panel). The
red and blue coloured contours surround regions that are allowed at the 68 and 95%
confidence levels (CLs), corresponding approximately to one and two standard deviations,
respectively, assuming that all the CDM is provided by the χ̃1

0 . The best-fit points are
indicated by green stars.
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Figure 7.3: The (m0, A0) planes for µ > 0 (left panel) and µ < 0 (right panel). The
red and blue coloured contours surround regions that are allowed at the 68 and 95%
confidence levels (CLs), corresponding approximately to one and two standard deviations,
respectively, assuming that all the CDM is provided by the χ̃1

0 . The best-fit points are
indicated by green stars.

Figure 7.4: The (m0,m1/2) planes for µ > 0 (left panel) and µ < 0 (right panel). The
red and blue coloured contours surround regions that are allowed at the 68 and 95%
confidence levels (CLs), corresponding approximately to one and two standard deviations,
respectively, assuming that all the CDM is provided by the χ̃1

0 . The best-fit points are
indicated by green stars.
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Figure 7.5: The (m0, tan β) planes for µ > 0 (left panel) and µ < 0 (right panel). The
red and blue coloured contours surround regions that are allowed at the 68 and 95%
confidence levels (CLs), corresponding approximately to one and two standard deviations,
respectively, assuming that all the CDM is provided by the χ̃1

0 . The best-fit points are
indicated by green stars.

Figure 7.6: The (m12, A0) planes for µ > 0 (left panel) and µ < 0 (right panel). The
red and blue coloured contours surround regions that are allowed at the 68 and 95%
confidence levels (CLs), corresponding approximately to one and two standard deviations,
respectively, assuming that all the CDM is provided by the χ̃1

0 . The best-fit points are
indicated by green stars.
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Figure 7.7: The (m12, tan β) planes for µ > 0 (left panel) and µ < 0 (right panel).
The red and blue coloured contours surround regions that are allowed at the 68 and 95%
confidence levels (CLs), corresponding approximately to one and two standard deviations,
respectively, assuming that all the CDM is provided by the χ̃1

0 . The best-fit points are
indicated by green stars.
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7.5.3 1D Plots

The profile likelihood for the Higgs mass and BR
MSSM/SM
Bs,d→µ+µ− are displayed in Figure 7.8. Notice

that the preference for the latter to be above or below 1 depends on the sign of µ. Indeed, it is
the case in which µ < 0 the one that seems to provide a better fit to present data.
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Figure 7.8: Top: one-dimensional profile likelihood function for BR
MSSM/SM

Bs,d→µ+µ− for µ < 0

(upper left panel) and for µ > 0 (upper right panel); bottom: one-dimensional profile
likelihood function for Mh for µ < 0 (bottom left panel) and for µ > 0 (bottom right
panel).

7.5.4 Prospects for Direct Detection of Dark Matter

Figure 7.9 shows the LSP mass versus the spin independent dark matter proton scattering
cross section, (mχ̃0

1
, σSI

p ), planes for both signs of µ, together with the experimental limits and
projections. As it can be seen, for the negative case part of the 2σ region lies close to the neutrino
floor, where background coming from neutrinos becomes indistinguishable from the interaction
with dark matter particles. The other part lies somewhat below the experimental limit. On
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the other hand, for µ > 0 the contour is much more restricted, being below the experimental
limit and in the border of the projected sensitivity for future experiments. It should be noted
that there are considerable uncertainties in the calculation of σSI

p , that are taken into account

in the global fit. Hence, points with nominal values of σSI
p above the experimental limit may

nevertheless lie within the 95% CL range for the global fit.
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Figure 7.9: Two-dimensional profile likelihood function for the nominal value of σSI
p clcu-

lated using the SSARD code [272] in the (mχ̃0
1
, σSI

p ) plane for µ < 0 (left) and µ > 0 (right),
displaying also the upper limits established by the LUX and XENON100 [305,306] Collab-
orations shown as solid (dashed) black and green contours respectively. The combination
from LUX and Panda [306, 307] is shown in orange. The projected future 90% CL sensi-
tivities of the LUX-Zeplin (LZ) [308] experiment is shown as magenta, and the neutrino
background ‘floor’ is shown as a dashed orange line with yellow shading below [305,308].

7.5.5 Best-fit point

Figures 7.10 and 7.11 show the different contributions to the χ2 of the best-fit points for both
signs of µ. As it can be seen, the greatest contributions come from the electroweak observables
for both signs of µ, setting aside the contributions from HiggsSignals so as to avoid biasing
the analysis by giving too much importance to the Higgs signal rates. The flavour contribution

to χ2 is bigger in the case µ > 0, that can be explained by the behaviour of BR
MSSM/SM
Bs,d→µ+µ−

seen in the previous section. Moreover, there is a mild preference for µ < 0, in agreement with
what was found in [309], where a global fit of the CMSSM was performed by the GAMBIT
collaboration [310]. Further studies are needed to assess the impact of both LHC 13 TeV
constraints.
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Figure 7.10: The χ2 pulls at the best-fit points in the CMSSM for µ < 0.
171



Figure 7.11: The χ2 pulls at the best-fit points in the CMSSM for µ > 0.
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The spectra for the two best-fit points can be seen in Figure 7.12. Notice that for µ > 0 it
is considerably heavier than for µ < 0. Moreover, for this case the lighter chargino and the LSP
are nearly degenerate. This does not hold for the negative case.
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Figure 7.12: The spectra of Higgs bosons and sparticles at the best-fit points in the
CMSSM for µ < 0 (left) and µ > 0 (right). These plots were made using PySLHA [270].

7.5.6 Outlook

Extensions of this work comprise the inclusion of 13 TeV constraints and the latest DM results
from direct (and indirect) detection experiment, together with an update on the flavour con-
straints. Furthermore, an issue was found related to the usage of the SoftSUSY version. As a
matter of fact, relative differences in the stop mass higher than 50% were found between this
version and updated versions of SoftSUSY as well as FlexibleSUSY. With this, the stop mass
coannihilation area is smaller with respect to [309]. This difference is due to the different thresh-
old corrections in the running mt determination. For this work, approximate 2-loop expressions
are used, which have been disabled in newer versions of SoftSUSY in favor of the complete
expressions. Therefore, a study with the latest version of SoftSUSY as well as HiggsSignals,
HiggsBounds and FeynHiggs is foreseen. Including the vacuum stability as an afterburner is
also planned, together with the DM relic density as an upper bound, as it was mentioned before.

7.5.7 Conclusions

A study within the CMSSM scenario have been performed. The preferred DM mechanism is
chargino coannihilation. Nevertheless other mechanisms, such as stop coannihilation, are also
found to have non-negligible contributions. As for the 1D profile likelihood, µ < 0 is the
case which seems to better accommodate present data, in agreement with other recent results
present in the literature [309]. Regarding the prospects for direct detection of dark matter,
the contour for µ > 0 is much more restricted than for the negative case, being close to the
experimental sensitivity. Future extensions of this work are foreseen, including an update on
the used experimental constraints.
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7.6 mAMSB Results

The spectrum of this model is quite different from those in other GUT-based models, with
a different composition of the LSP. Within this scenario, either a wino-like or a Higgsino-like
neutralino LSP may provide the CDM, both with similar likelihoods. In both cases the χ̃0

1 is
almost degenerate with the lighter chargino, χ̃0

1. In the case in which the wino-like (Higgsino-
like) neutralino is forced to be the dominant source of the CDM density indicated by Planck
measurements of the cosmic microwave background radiation (ΩCDMh

2 = 0.1186 ± 0.0020),
mχ̃0

1
' 3TeV (mχ̃0

1
' 1.1TeV) after inclusion of Sommerfeld enhancement effects [311]. In both

cases, the mass of the sparticles is beyond the LHC reach, and supersymmetric contributions
to EWPOs, flavour observables and (g − 2)µ are small. On the other hand, if this condition is
alleviated by setting the CDM as an upper limit, so that the LSP does not account for the full
CDM density, therefore existing some other external contribution to the CDM, m3/2 and mχ̃0

1

can be reduced, although Mh still imposes a significant lower limit. In this case, some direct
searches for sparticles at the LHC also become relevant.

7.6.1 Constraints

7.6.1.1 Flavour, Electroweak and Higgs Constraints

The ATLAS result for BR(Bs,d → µ+µ−) is included [312], as well as the combination of ATLAS
and CMS measurements for the mass of the Higgs boson: Mh = 125.09 ± 0.24GeV [313]. Its
impact on the parameter space is evaluated using FeynHiggs. The constraints from EWPOs are
not evaluated independently (except for MW ), since they have been checked to be indistinguish-
able from the SM values within the current experimental uncertainties. The χ2 contributions
of 85 Higgs search channels from LHC and Tevatron are evaluated using HiggsSignals and
HiggsBounds, as done in [314].

7.6.1.2 LHC Constraints

In this scenario, only gluinos and winos can be light enough at the 2σ level to be within the
reach of the LHC experiments. Hence, constraints from these searches are considered in detail,
as they are expected to have an impact for future LHC runs.

7.6.1.3 Dark Matter Constraints

For a wino-like dark matter particle, the non-perturbative Sommerfeld effect [311] needs to be
accounted for. Due to the high computational cost of doing so point by point, a phenomenological
fit applicable near 3.1 TeV is performed. More details can be found in [38].

As for direct constraints on the spin-independent dark matter proton scattering cross section,
σSI
p , these are implemented using the SSARD code.

All the constraints are treated as gaussian, except for BR(Bs,d → µ+µ−) and σSI
p , for which

a likelihood function is constructed. For a more detailed description of the constraints used,
see [314].
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7.6.2 Scan Ranges

The ranges, the number of segments and the resulting number of boxes that are used in the
scan are given in Table 7.5. A dedicated supplementary scan of the Higgsino-LSP region is
performed. A total of ∼ 11(13)× 106 points have been sampled with µ > 0 (µ < 0).

Table 7.5: Sampling ranges and segment definitions in the mAMSB model.

Parameter Range Generic Segments Higgsino Segments
m0 ( 0.1, 50) TeV 4 6
m3/2 ( 10, 1500) TeV 3 3
tan β ( 1 , 50) 4 2

Total number of boxes 48 36

7.6.3 Results I. CDM is mainly the lightest neutralino (all-
CDM)

Figure 7.13 shows the (m0,m3/2) planes for both signs of µ in this study. The colour coding
for the CL contours is similar to the former case, with a full green star indicating the best-fit
point (bfp) for wino-like DM, and an open green star denoting the bfp for Higgsino-like DM.
The regions with a Higgsino fraction exceeding 90% are coloured as yellow; those with a wino
fraction bigger than 90% are shaded as blue, and the mixing regions as orange.

As it can be seen, for a wino-like LSP the regions favoured at the 2σ level are bands where
900 TeV ≤ m3/2 ≤ 1000 TeV. The lower limit m0 ≥ 5 TeV corresponds to the region where the
τ̃1 becomes the LSP.

Figures 7.14, 7.15 display the (tanβ,m0), (tanβ,m3/2) planes, which are shown to be quali-
tatively similar for both signs of µ. Larger m0 and m3/2 values are allowed in the Higgsino-LSP
case, provided that tanβ is small.

It is worth noticing that the precise location of the Higgsino-LSP region depends on the
spectrum calculator employed, and also on the version used. These variation can be as large
as tens of TeV for m0 or a couple of units for tanβ, and can change the χ2 penalty coming
from the Higgs mass. This variability is related to the uncertainty in the exact location of the
electroweak symmetry-breaking boundary, which is very sensitive to numerous corrections, in
particular those related to the top quark Yukawa coupling [38].

For all cases considered (Higgsino-like DM, wino-like DM, µ > 0, µ < 0), the obtained
χ2 probabilities are similar. The contributions to the total χ2 of the bfp for these scenarios
are shown in Figure 7.16. Note that the main penalties come from the EWPOs defined in
Appendix F (hadronic pole cross section σ0

had, the ratio of hadronic to leptonic decay Rl, the
forward backward asymmetry AbFB, the asymmetry parameter AeLR), together with MW , (g−2)µ,

BR(Bs → µ+µ−),
∆MBs
∆MBd

, εK and HiggsSignals.
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Figure 7.13: The (m0,m3/2) planes for µ > 0 (left panel) and µ < 0 (right panel).
The red and blue coloured contours surround regions that are allowed at the 68 and
95% confidence levels, corresponding approximately to one and two standard deviations,
respectively, assuming that all the CDM is provided by the χ̃0

1. The wino-(Higgsino-
)like DM regions are shaded blue (yellow), and mixed wino-Higgsino regions are shaded
orange. The best-fit points for the two signs of µ are indicated by green stars, closed in
the wino-like region and open in the Higgsino-like region.
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Figure 7.14: The (tan β,m0) planes for µ > 0 (left panel) and for µ < 0 (right panel),
assuming that the χ̃0

1 provides all the CDM density. The colouring convention for the
shadings and contours is the same as in Figure 7.13, and the best-fit points for the two
signs of µ are again indicated by green stars.
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Figure 7.15: The (tan β,m3/2) planes for µ > 0 (left panel) and µ < 0 (right panel), as-
suming that the χ̃0

1 provides all the CDM density. The shadings and colouring convention
for the contours are the same as in 7.13, and the best-fit points for the two signs of µ are
again indicated by green stars.
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Figure 7.17 shows the spectra for both the wino and Higgsino scans (for both signs of µ), in
the case in which the neutralino is considered to account for most of the cold dark matter relic
density. Branching fractions exceeding 20% are indicated by dashed lines. As it can be seen,
relatively heavy spectra are obtained, as expected. The spectra for the Higgsino case are heavier
than ones for the wino case, except for the gauginos, that are lighter. These high masses imply a
non significant departure from the SM prediction in the flavor sector and (g−2)µ. It can also be
noticed that the wino-LSP is almost degenerate with the lightest chargino, with a difference of
approximately 170 MeV due to radiative corrections. This translates into a long-lived chargino,
that could be decay inside the ATLAS tracker. Nevertheless, its mass is too large to be within
the LHC reach.
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Figure 7.17: The spectra of the best-fit points for µ > 0 (left panel) and µ < 0 (right
panel), assuming that the LSP makes the dominant contribution to the cold dark matter
density. Both the wino- (upper) and the Higgsino-like LSP (lower) best-fit points are
shown. In each case, all the decay modes with branching ratios (BRs) above 20%, with
darker shading for larger BRs, are also indicated, and the colours of the horizontal bars
reflect particles electric charges.
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7.6.4 Results II. The LSP does not provide all the cold dark
matter (part-CDM)

In this case, the LSP mass as well as m3/2 can become substantially lower. Therefore, some
particles can be within the LHC reach, in contrast to the results shown in section 7.6.3.

The (m0,m3/2) are shown in Figure 7.18. As it can be seen, the wino 95% CL region extends
to smaller m3/2 for both signs of µ, and to larger m0 for m3/2 ' 300 for negative µ. The 68%
CL contour is considerably larger in this case as compared to the positive case. The best-fit
point also moves to larger masses than for µ > 0, though with smaller tanβ.
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Figure 7.18: The (m0,m3/2) planes for µ > 0 (left panel) and for µ < 0 (right panels),
allowing the χ̃0

1 to contribute only part of the CDM density. The shadings are the same
as in Figure 7.13.

Concerning the χ2 value for the best fit point, the positive case with a higher value of
tanβ is slightly more favoured, given that a negative interference between the mAMSB and SM
contributions to the decay amplitude in this parameter space region provides a better fit for the
BR(Bs,d → µ+µ−) result. This interference is constructive for µ < 0, thus giving a worst result
for BR(Bs,d → µ+µ−).

The panels of Figure 7.19 show the (tanβ,m3/2), planes for positive (left) and negative
(right) µ. Comparing with the former case, a large expansion of the wino-like region can be
seen.

As in section 7.6.3, Figure 7.20 shows the spectra for both the wino and Higgsino scans (for
both signs of µ,) in the case in which the neutralino is considered to account for only a part of
the cold dark matter relic density. Branching fractions exceeding 20% are indicated by dashed
lines. Comparing the spectra, it can be deduced that, while in the all-CDM case the sparticles
in the mAMSB are too heavy to be produced at the LHC, in the part-CDM case the sparticle
masses may be much lighter, and hence some of them accessible at the LHC.
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Figure 7.19: The (tan β,m3/2) planes for µ > 0 (left panel) and for µ < 0 (right panels),
allowing the χ̃0

1 to contribute only part of the CDM density. The shadings are the same
as in Figure 7.13.
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Figure 7.20: The spectra of the best-fit points for µ > 0 (left panel) and µ < 0 (right
panel), allowing the LSP to contribute only part of the cold dark matter density. Both
the wino- (upper) and the Higgsino-like LSP (lower) best-fit points are shown. In each
case, all the decay modes with branching ratios (BRs) above 20%, with darker shading
for larger BRs are also indicated, and the colours of the horizontal bars reflect particles
electric charges. The range of masses shown for the W̃ -LSP µ > 0 best fit point (top-left
panel) is smaller than the others, since its mass spectrum is considerably lighter.
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7.6.5 1D Plots

The profile likelihoods for BR
MSSM/SM
Bs,d→µ+µ− and (g− 2)µ are displayed in Figure 7.21. Small depar-

tures from the SM if the LSP accounts for all of the CDM can be seen. As the CDM constraint
is relaxed, these effects become more significant. In particular, for µ > 0, the aforementioned
destructive interference causes a sizeable decrease of BR(Bs,d → µ+µ−). This destructive in-
terference is accompanied by a constructive interference in BR(b→ sγ). As for (g − 2)µ, small
effects can appear for both signs of µ.
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Figure 7.21: The spectra of the best-fit points for µ > 0 (left panel) and µ < 0 (right
panel), allowing the LSP to contribute only part of the cold dark matter density. Both
the wino- (upper) and the Higgsino-like LSP (lower) best-fit points are shown. In each
case, all the decay modes with branching ratios (BRs) above 20%, with darker shading
for larger BRs, are also indicated, and the colours of the horizontal bars reflect particles
electric charges. The range of masses shown for the W̃ -LSP µ > 0 best fit point (top-left
panel) is smaller than the others, since its mass spectrum is considerably lighter.

7.6.6 Prospects for Direct Detection of Dark Matter

Future direct DM search experiments may be capable of detecting the interaction of a mAMSB
neutralino, even if it does not provide all the CDM density [315–317]. Figure 7.22 shows the
(mχ̃0

1
, σSI

p ) exclusion regions for both signs of µ (µ > 0 on the left panel and µ < 0 on the right

panel), together with the experimental limits and projections. The pale-green-shaded region
represents the range of σSI

p excluded at the 95% CL by the combination of PandaX [302] and
LUX [303] results. The purple and blue lines show the prospective sensitivities of the LUX-Zeplin
(LZ), XENON1T and XENONnT experiments [318, 319]. Also shown, as a dashed orange line,
is the neutrino “floor”, below which astrophysical neutrino backgrounds would dominate any
DM signal [305] (grey region).

As for the CMSSM case, the large theoretical uncertainties that arise when computing σSI
p

need to be considered, as points otherwise excluded by present experimental limits can become
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Figure 7.22: The (mχ̃0
1
, σSI

p ) planes in the mAMSB for µ > 0 (left) and µ < 0 (right) in
the case when the LSP accounts for the whole DM density. The red and blue solid lines
are the 1 and 2 CL contours, and the solid purple and blue lines show the projected 95%
exclusion sensitivities of the LUX-Zeplin (LZ) [319] and XENON1T/nT experiments [318],
respectively. The green line and shaded region show the combined limit from the LUX
and PandaX experiments [302, 303], and the dashed orange line shows the astrophysical
neutrino ‘floor’ [305], below which astrophysical neutrino backgrounds dominate (grey
region). The blue, orange and yellow shadings are the same as in Figure 7.13.

allowed when doing so. Nevertheless, in the the left and right vertical strips that appear in
the left panel of Figure 7.22, it can be seen that the current data already put pressure on the
mAMSB for the case of positive µ, for both the wino and Higgsino-like LSP cases. In this case,
the Higgsino-like LSP could be explored with the expected LZ sensitivity, while for a wino-like
LSP experiments like Darwin [320] could be used. For µ < 0, the values for σSI

p become lower,
lying below the LZ sensitivity in the Higgsino case and well below the neutrino “floor” in the
wino case [38].

Figure 7.23 shows the situation in which the LSP does not provide all the CDM. In this case
σSI
p needs to be weighted by Ωχ̃0

1
/ΩCDM, since this would be the fraction of the galactic halo

provided by the LSP in this case. An increase in the allowed region with respect to the former
case can be appreciated, with a bigger percentage of this region below the neutrino “floor” for
the negative case.

7.6.7 Conclusions

Similarly to what has been done in Section 7.5, a study within the mAMSB scenario has been
performed. Different signs on µ have been considered, as well as two different cases depending
on the amount of CDM density provided by the mAMSB dark matter candidate. The preferred
spectra for this model has been found to be quite different from those in other GUT-based
models, with a different composition of the LSP. Within this scenario, either a wino-like or a
Higgsino-like neutralino LSP may provide the CDM, both with similar likelihoods. In both cases
the χ̃0

1 is almost degenerate with the lighter chargino, χ̃0
1, and the mass of the sparticles is beyond
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Figure 7.23: The (mχ̃0
1
, σSI

p ) planes in the mAMSB for µ > 0 (left) and µ < 0 (right) in
the case when the LSP accounts for a fraction of the CDM density. The legends, line
styles and shadings are the same as in Figure 7.22.

the LHC reach. These high masses imply a non significant departure from the SM prediction in
the flavor sector and (g − 2)µ. Nonetheless, if the neutralino is not required to account for the
full CDM density, the bounds are alleviated and some direct searches for sparticles at the LHC
become relevant. Moreover, some effects in the flavor sector as well as in (g − 2)µ are seen. In
all cases considered, the main penalties in terms of χ2 come from the EWPOs. Concerning the
prospects for Direct Detection of Dark Matter, there is a big difference in the allowed parameter
space depending on whether or not the LSP accounts for the full CDM. In the former case, the
allowed contours are very narrow, becoming much wider in the latter case. Present data already
put pressure on the mAMSB for some of the scenarios considered.
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Chapter 8

Conclusions

This thesis represents a comprehensive study of New Physics searches, both regarding the flavour
sector at LHCb, with studies of its implications in kaon physics and in processes involving the
CP violating phase φs, as well as in the more general sector, with frequentist studies of two
supersymmetric models performed using the MasterCode framework.

In chapter 5 a sensitivity study of K0
s → π0µ+µ− has been presented, using a newly de-

veloped PARTIAL strategy in which only the dimuon system is reconstructed. This study has
been performed using 3 fb−1 from Run 1 and 0.3 fb−1 from Run 2 data recorded at the LHCb
experiment. It predicts a measurement of B(K0

s → π0µ+µ−) with a precision significantly better
than that of NA48 at the LHCb Upgrade, provided a trigger efficiency of at least 50%. The
precise knowledge of B(K0

S → π0µ+µ−) will allow for improvement of the theoretical predic-
tion of B(K0

L → π0µ+µ−), that is sensitivite to New Physics in several models, such as Extra
Dimensions.

Moreover, a phenomenological study of K0
s → µ+µ− has been carried out under a MSSM

scenario, in the large tanβ regime. Contributions to B(K0
s → µ+µ−) surpassing those of the SM

by up to a factor of seven have been found, in agreement with present experimental constraints.
Correlations between this and other observables have also been provided for different regions of
the parameter space, as well as fine-tuned regions where such branching fraction is even at the
level of current experimental bounds.

As for the CP violating phase φs, a tagged, time-dependent angular analysis of B0
s →

J/ψK+K− in the m(K+K−) region around the φ(1020) meson mass has been shown in chapter
6, using data from LHCb recorded during 2015 and 2016. This preliminary result is the most
precise measurement of the CP violating phase φs so far. Complementarily, a MultiNest scan
has also been performed using Run 2 (2016) data, finding good agreement between this and the
fit result with Minuit.

Phenomenological studies have been performed for φs and φd, as well as for other physics
observables such as the Electric Dipole Moments (EDMs) or the CP semileptonic asymmetry,
under a MSSM scenario, followed the approach presented in chapter 5. Regions with large
variations from the respective SM values have been found to be in agreement with the relevant
constraints, even though the φs result imposes a stringent contraint on the available parameter
space.

Finally, Chapter 7 reviews the results from exploring the constraints imposed by the available
data on flavor, electroweak and Higgs observables, as well as LHC searches, in two supersym-
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metric scenarios: the constrained MSSM (CMSSM) and the minimal AMSB (mAMSB). Both
of them have been investigated by means of the MasterCode framework.

Regarding the CMSSM model, a large area allowed by the included constraints has been
found, where several DM mechanisms play an important role, of which the chargino coannihi-

lation is the dominant one. The case in which µ < 0 shows a better fit to BR
MSSM/SM
Bs,d→µ+µ− than

the case in which µ > 0, which translates into a lower χ2. The spectrum for the best fit point is
heavier for the positive case than for the negative case, as it was predicted by GAMBIT. With
regard to the prospects for direct detection of dark matter, the contour for µ > 0 is much more
restricted than for µ < 0, being below the experimental limit and at the border of the projected
sensitivity for future experiments. Further studies are needed, including the DM relic density
as un upper limit rather than a constraint itself, as well as LHC 13 TeV constraints.

For mAMSB, when considering that the neutralino provides all the CDM density (all-CDM
case), the spectrum is found to be heavy, but smaller masses are possible if the LSP contributes
only to a fraction of the overall CDM density (part-CDM case). In the all-CDM case, the LSP
may be either a wino (of approximately 3 TeV) or a Higgsino (of approximately 1 TeV) with
similar likelihood, while in the part-CDM much lighter LSP masses are allowed. This generally
lighter spectrum makes it possible to be within the LHC reach, as opposed to the all-CDM case.
In both cases, wide ranges of σSI

p are allowed.
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Chapter 9

Resumen

9.1 Introducción Teórica

El Modelo Estándar (SM) de la F́ısica de Part́ıculas es una teoŕıa cuántica de campos que
describe las interacciones fuerte y electrodébil. Aunque ha demostrado ser una teoŕıa muy
exitosa, no proporciona explicación para varios de los fenómenos encontrados en la naturaleza.
Por ejemplo, no incluye la gravedad como una de las interacciones, ni explica el origen de la
asimetŕıa materia-antimateria o de la enerǵıa y de la materia oscura. En el SM tampoco se
unifican las interacciones a altas enerǵıas.

Por lo tanto, un nuevo modelo más allá del SM es necesario. Ésto es conocido como Nueva
F́ısica (NP). Entre las alternativas más reseñables se incluye la Supersymetŕıa (SUSY), estudiada
en esta tesis. Este marco establece una invariancia bajo las transformaciones de fermiones
(part́ıculas con momento angular intŕınseco, spin, semientero) a bosones (part́ıculas con spin
entero). La atención recibida por SUSY se debe a que, si se encontrase, podŕıa resolver varios
de los problemas del SM, como el valor de la masa del bosón de Higgs, la unificación de las
fuerzas a la escala de Planck o la asimetŕıa materia-antimateria. Además de SUSY, hay más
modelos NP dignos de mención, como aquellos con dimensiones extra. Esta tesis representa un
estudio exhaustivo de búsquedas e implicaciones de NP, tanto en el experimento LHCb como en
un sector más general.

9.2 LHCb

El detector LHCb (Figura 9.1) es uno de los cuatro grandes detectores del Large Hadron Collider,
LHC, el acelerador de part́ıculas más grande y potente del mundo, situado en el CERN (Centro
Europeo para la Investigación Nuclear). Mide colisiones de haces de protones que viajan en
direcciones opuestas, aunque también se realizan colisiones con iones pesados de forma periódica.

El LHC ha proporcionado datos a diferentes enerǵıas del centro de masas (
√
s), correspon-

dientes a dos peŕıodos de toma de datos: Run 1 (2009 - 2013,
√
s = 7, 8 TeV) y Run 2 (2015 -

2018,
√
s = 13, 14 TeV). Tras el Run 2 se está realizando un upgrade de este detector.

El LHCb cubre un rango de pseudorapidez 2 < η < 5. Contiene un imán que deflecta
part́ıculas cargadas para medir su momento. Incluye un sistema de trazas que proporciona
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una medida de dicho momento, p, con una incertidumbre relativa que vaŕıa de 0.5% para bajo
momento a 1.0% a 200GeV/c. Este sistema de trazas está compuesto por dos partes:

• VErtex LOcator, VELO: detector de silicio en el entorno del punto de interacción, respon-
sable de la elevada precisión a la hora de reconstruir los vértices.

• Cuatro tracking stations: el Tracker Turicensis (TT) y T1-T3, compuestas por un Inner
Tracker (IT) y un Outer Tracker (OT). Ambos pertenecen al proyecto del Silicon Tracker,
ST.

La distancia mı́nima de una traza a un vértice primario (PV), el parámetro de impacto (IP),
es medido con una resolución de (15 + 29/pT )µm, donde pT es el componente del momento
transverso al haz, en GeV/c.

Los diferentes tipos de hadrones cargados se distinguen usando información procedente de
2 detectores de Cherenkov (RICH). Los fotones, electrones y hadrones son identificados por
un sistema de caloŕımetros que consisten en paneles centelleadores y detectores preshower, un
caloŕımetro electromagético y un caloŕımetro hadrónico. Los muones son identificados por un
sistema compuesto por detectores de gas intercalados con filtros muónicos.

La selección online es realizada por un trigger, que consiste en un primer estadio de hardware
(que hace uso de información de los caloŕımetros y las cámaras de muones), seguido de una etapa
de software, donde se aplica una reconstrucción total del evento.

Figure 9.1: El detector LHCb [81].
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9.3 F́ısica de kaones

Los kaones ejercen un papel muy importante en la f́ısica de part́ıculas, tanto en NP como en el
SM. Los decaimientos raros de kaones tienen lugar a través de corrientes neutras que cambian
de sabor (FCNC), prohibidas a tree level en el SM, lo que hace que su tasa de decaimiento esté
altamente suprimida en este escenario. En consecuencia, consitutyen un excelente lugar donde
buscar NP a través de part́ıculas que intervengan en un determinado proceso.

Además, K0
S → µ+µ− aporta información complementaria a B0

s → µ+µ−, B0
d → µ+µ−, y

K0
L → µ+µ− en el MSSM, especialmente en presencia de nuevas fuentes de violación de sabor

(non-MFV), que no tengan su origen en la matriz CKM.

9.3.1 Estudio de la sensibilidad de K0
S → π0µ+µ−

El proceso K0
L → π0µ+µ− es de particular importancia en modelos de NP como las dimensiones

extra. Sin embargo, su potencial para restringir escenarios más allá del SM es limitado, debido
a su gran incertidumbre en el SM:

B(K0
L → π0µ+µ−)SM = {1.4± 0.3; 0.9± 0.2} × 10−11. (9.1)

Dicha incertidumbre procede de la medida del parámetro de teoŕıa de perturbación quiral, |aS |,
presente en la predicción teórica y que procede de la medida de B(K0

S → π0µ+µ−), realizada
por NA48 con un error relativo del 50%. Aśı, una mejora en la medida de B(K0

S → π0µ+µ−)
se traduce en una mejora en la predicción en el SM de B(K0

L → π0µ+µ−). Los experimentos
de kaones actuales no esperan realizar dicha mejora. En esta tesis se presenta un estudio de la
sensibilidad de LHCb a dicho canal, para evaluar si es posible mejorar el resultado obtenido por
NA48.

Para ello, se hace uso del hecho de que la resolución en masa del K0
S no depende en gran

medida de la información del π0 reconstruido. Por lo tanto, y dado que la eficiencia de recon-
strucción del π0 es limitada, eventos en los que se emplea solamente información del dimuón
son también considerados. Tal y como se ve en la Figura 9.2, los cortes en la masa del π0 y
el momento del K0

S son suficientes para crear una distribución resonante, siempre y cuando se

emplee una estimación del momento t́ıpico del momento del π0 (8.9 GeV/c). Ésto lleva a dos
análisis independientes, uno en el cual todos los productos de la desintegración son considerados
(FULL) y uno en el cual solamente se usa el par dimuónico (PARTIAL).

Los candidatos reconstruidos se pasan a continuación a un algoritmo de selección, seguido de
un análisis multivariable, empleando una Boosted Decision Tree (BDT), para reducir el alto nivel
de fondo. Este análisis se realiza en tres pasos: primero las variables continuas se gaussianizan,
decorrelacionan y vuelven a gaussianizar. El resultado de dicho paso es añadido en una BDT
común con las variables discretas. Finalmente, la respuesta de la BDT se aplana. El corte en
la BDT asegura una eficiencia de señal del 40% para ambas estrategias, eliminando un 99.3%
y un 99.8% de fondo para FULL y PARTIAL, respectivamente. De todas las fuentes de fondo
consideradas, la más importante es el fondo combinatorial. Para modelar dicho fondo se usa una
exponencial, mientras que una función de Hypathia [221] se emplea para describir la señal, con
diferentes parámetros para FULL y PARTIAL. Empleando las anteriores parametrizaciones, se
realiza un ajuste en 4 bines de la BDT. Los resultados de dicho ajuste son compatibles con 0 a
1 y 2σ en ambos casos.

190



]2 [MeV/c-µ+µ0πM
400 450 500 550 600

]2
E

ve
nt

s 
/ [

2.
0 

M
eV

/c

0

100

200

300

400

500

600

700

800

FULL

PARTIALLHCb Simulation

Figure 9.2: Comparación entre las distribuciones del candidato K0
S entre FULL (ĺınea

sólida roja) y PARTIAL (ĺınea discontinua verde).

Para extrapolar de la luminosidad actual a la luminosidad del LHCb Upgrade (50 fb−1) se em-
plea como canal de normalización K0

S → π+π−. Se generan conjuntos de pseudo-experimentos,
para los que el número de eventos de fondo se extrapola usando el resultado obtenido, mientras
que el número de eventos de señal se extrapola conforme a la fórmula:

Nsig =
B(K0

S → π0µ+µ−)

B(K0
S → π+π−)

εK0
S→π0µ+µ−

εK0
S→π+π−

N(K0
S → π+π−)× Lfut

Lcurr
, (9.2)

donde Lfut y Lcurr son los valores de la luminosidad futura y presente, respectivamente.
Aśı, los modelos descritos anteriormente se ajustan a cada pseudo-experimento dejando

B(K0
S → π0µ+µ−) variar. Las incertidumbres estad́ısticas se obtienen como las variaciones de

B(K0
S → π0µ+µ−) que se desv́ıan del mı́nimo del logaritmo del perfil de la verosimilitud en media

unidad. Finalmente, las incertidumbres se promedian sobre el conjunto de pseudo-experimentos
para un determinado valor de la luminosidad. Las curvas de sensibilidad resultantes son las
mostradas en la Figura 9.3. Como se puede ver, ambos análisis conllevan una precisión mejor
que la de NA48 para el upgrade, si se puede mantener una eficiencia de triger del 50%.
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9.3.2 Sondeando los efectos de SUSY en K0
S → µ+µ−

La predicción del SM para la tasa de desintegración de este canal es (5.18± 1.50LD ± 0.02SD)×
10−12 [143–145], donde la primera incertidumbre proviene de la contribución de larga distancia
(LD) y la segunda procede de la contribución de corta distancia (SD). El ĺımite experimental
actual es 8×10−10 at 90% C.L., usando 3 fb−1 de datos del LHCb [146]. El LHCb upgrade podŕıa
alcanzar sensibilidades del nivel de aproximadamente 1× 10−11 o incluso inferiores, acercándose
aśı a la predicción del SM [147].

En esta sección el valor de B(K0
S → µ+µ−) es predicho considerando las medidas experi-

mentales más relevantes. Para ello, se usa la Mass Insertion Approximation (MIA), en la que
los términos de fuera de la diagonal de las matrices de masa de los squarks se parametrizan
en función de unas variables, conocidas como Mass Insertions (MIs). Se considera que dichas
variables tienen un valor pequeño. Aśı:

m̃2
Qδ

LL
d + diag(m̃2

Q) =
(
M2

D

)
LL

(9.3)

m̃2
Qδ

LL
u + diag(m̃2

Q) =
(
M2

U

)
LL

(9.4)

m̃2
dδ
RR
d + diag(m̃2

d) =
(
M2

D

)
RR

(9.5)

Los observables que se emplean en este estudio se dividen, según su dependencia, en dos
bloques:

• Observables sensibles, entre otros, a las MIs
(
δ
LL(RR)
d

)
12

:

B(K0
L → µ+µ−) , ε′K/εK , εK , and ∆MK .

• Observables sensibles a tanβ (el cociente de los valores esperados en el vaćıo de los 2
dobletes del Higgs en el MSSM) y a la masa del Higgs pesado: R(B+ → τ+ντ ), R(K+ →
µ+νµ), ∆C7.

La matriz CKM se ajusta excluyendo medidas con potencial sensibilidad a contribuciones de
naturaleza MSSM. Los cortes aplicados se resumen en la Tabla 9.1, donde EXP/SM representa
el valor medido sobre la predicción en el SM con sus respectivas incertidumbres.

El scan se realiza con la herramienta Ipanema-β [203], usando una GPU modelo GeForce
GTX 1080. Los resultados obtenidos son una combinación de scans planos y scans basados en
algoritmos genéticos [204]. Se han considerado tres escenarios diferentes:

• Escenario A: un scan genérico, sin corte en la densidad de la Materia Oscura, aparte del
requerimiento de que el candidato de Materia Oscura sea un neutralino.

• Escenario B: un scan motivado por escenarios con un Higgsino (part́ıcula super-
compañera del Higgs) como candidato a materia oscura.

• Escenario C: un scan motivado por escenarios con un Wino (part́ıcula supercompañera
del bosón W) como candidato a materia oscura.

193



Table 9.1: Observables f́ısicos aplicados como cortes en este estudio.

Observable Constraint

B(K0
S → µ+µ−)EXP/SM unconstrained

B(K0
L → µ+µ−)EXP/SM 1.00± 0.12 (+) [145,154,173]

0.84± 0.16 (−) [145,154,173]

∆M
EXP/SM
K 1± 1

ε
EXP/SM
K 1.05± 0.10 [154,174,175]

∆(ε′K/εK)EXP−SM [15.5± 2.3(EXP)± 5.07(TH)]× 10−4 [154,176]
B(B+ → τ+ντ )

EXP/SM 0.91± 0.22 [154]
B(K+ → µ+νµ)EXP/SM 1.0004± 0.0095 [154]

∆C7 −0.02± 0.02 [177]
tan β:MA plane ATLAS limits for hMSSM scenario [178]

LSP Lightest neutralino
BG 1± 3(TH) [160,179]

9.3.2.1 Resultados

El χ2 total para cada scan se calcula como sigue:

χ2 =
∑
x

χ2
x (9.6)

χ2
x =

(x− xmeas)2

(sTH
x )2 + (sEXP

x )2
(9.7)

donde x es el observable, xmeas es su correspondiente valor en la Tabla 9.1, y sEXP
x , sTH

x

son las incertidumbres experimental y teórica de dicho corte. Los puntos de las siguientes
gráficas corresponden a un 95% C.L (o superior). Debido a su elevada incertidumbre teórica,
B(K0

L → µ+µ−) puede alcanzar hasta ≈ 1 × 10−8 a 2σ. Valores ligeramente superiores a este
ĺımite pueden estar permitidos si reducen la contribución al χ2 en otros observables.

En primer lugar los efectos con MIs de una única quiralidad (levógira o dextrógira) se
muestran con el fin de determinar las regiones del espacio de parámetros donde cada MI domina.
Las gráficas obtenidas para B(K0

L → µ+µ−) vs B(K0
S → µ+µ−) se muestran en la Figura 9.4

para el escenario A, la Figura 9.5 para el escenario B, y la Figura 9.6 para el escenario C. Los
puntos en los planos se corresponden con predicciones procedentes de diferentes valores en los
parámetros de entrada.

En el escenario A y el escenario C se puede ver que las regiones permitidas a un 95%
C.L. para B(K0

S → µ+µ−) en presencia de restricciones experimentales son aproximadamente
[0.78, 14] × 10−12 para contribuciones LL, y [1.5, 35] × 10−12 para contribuciones RR. Dichas
regiones son muy similares en ambos escenarios, y mucho mayores que para el escenario B, ya
que en este último el parámetro de autoacoplo del Higgs µ es pequeño en comparación con masas
de part́ıculas supersimétricas.

En segundo lugar se dejan variar MIs LL y RR a la vez. Ésto permite evitar la restricción
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Figure 9.4: Escenario A: B(K0
S → µ+µ−) vs B(K0

L → µ+µ−) para
(
δLLd
)

12
6= 0 y

(M3·µ) > 0 (panel superior izquierdo),
(
δLLd
)

12
6= 0 y (M3·µ) < 0 (panel superior derecho),(

δRRd
)

12
6= 0 y (M3 · µ) > 0 (panel inferior izquierdo), y

(
δRRd

)
12
6= 0 y (M3 · µ) < 0 (panel

inferior derecho). Los puntos de color cian se corresponden con AµLγγ > 0 y las cruces
naranjas con AµLγγ < 0. El área rayada verticalmente se corresponde con la predicción
del SM para AµLγγ > 0 y el área rayada inclinada se corresponde con la predicción del SM
para AµLγγ < 0.

impuesta por B(K0
L → µ+µ−). Eligiendo por ejemplo:

Re
[(
δLLd

)
12

]
= −Re

[(
δRRd

)
12

]
, Im

[(
δLLd

)
12

]
= Im

[(
δRRd

)
12

]
, (9.8)

las contribuciones supersimétricas a B(K0
L → µ+µ−) se cancelan, mientras que las que contribu-

ciones supersimétricas a B(K0
S → µ+µ−) se maximizan. En esos casos, sin embargo, los ĺımites

procedentes de ∆MK y εK son muy severos. Regiones donde B(K0
S → µ+µ−) > 10−10, o incluso

a nivel del actual ĺımite experimental, satisfaciendo todas las restricciones experimentales, se
pueden encontrar empleando algoritmos genéticos.

Hasta ahora se ha tratado el caso en el que los Higgs del MSSM teńıan prácticamente
la misma masa, MH ≈ MA. En modelos donde dicha aproximación puede no ser válida, la
restricción que B(K0

L → µ+µ−) impone sobre B(K0
S → µ+µ−) se hace más relajada cuanto más
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Figure 9.5: Escenario B: B(K0
S → µ+µ−) vs B(K0

L → µ+µ−) para
(
δLLd
)

12
6= 0 y (M3 ·

µ) > 0 (panel superior izquierdo),
(
δLLd
)

12
6= 0 y (M3 · µ) < 0 (panel superior derecho),(

δRRd
)

12
6= 0 y (M3 · µ) > 0 (panel inferior izquierdo), y

(
δRRd

)
12
6= 0 y (M3 · µ) < 0 (panel

inferior derecho). Los puntos de color cian se corresponden con AµLγγ > 0 y las cruces
naranjas con AµLγγ < 0. El área rayada verticalmente se corresponde con la predicción
del SM para AµLγγ > 0 y el área rayada inclinada se corresponde con la predicción del SM
para AµLγγ < 0.

difieran las masas. Ésto sucede por ejemplo para valores bajos de MA en el MSSM, requiriendo
que tanβ sea pequeño para evitar restricciones de los planos tanβ : MA del LHC, o en extensiones
como el NMSSM. Estas regiones son más dificiles de estudiar.
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Figure 9.6: Escenario C: B(K0
S → µ+µ−) vs B(K0

L → µ+µ−) para
(
δLLd
)

12
6= 0 y (M3 ·

µ) > 0 (panel superior izquierdo),
(
δLLd
)

12
6= 0 y (M3 · µ) < 0 (panel superior derecho),(

δRRd
)

12
6= 0 y (M3 · µ) > 0 (panel inferior izquierdo), y

(
δRRd

)
12
6= 0 y (M3 · µ) < 0 (panel

inferior derecho). Los puntos de color cian se corresponden con AµLγγ > 0 y las cruces
naranjas con AµLγγ < 0. El área rayada verticalmente se corresponde con la predicción
del SM para AµLγγ > 0 y el área rayada inclinada se corresponde con la predicción del SM
para AµLγγ < 0.
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9.4 Medida y estudios fenomenológicos de la fase de

violación CP φs

Las oscilaciones mesón-antimesón vienen descritas por las amplitudes de mezcla [162]

M
(M)
12 ≡

〈
M |H∆F=2

eff |M̄
〉
M = K0, Bd,s (9.9)

donde H∆F=2
eff es el Hamiltoniano efectivo que, en el marco del MSSM, tiene la forma:

H∆F=2
eff =

5∑
i=1

CiQi +
3∑
i=1

C̃iQ̃i + h.c. (9.10)

siendo Qi los operadores y Ci los coeficientes de Wilson. De dichas amplitudes se pueden extraer
varios observables representativos cuyo valor depende fuertemente de las contribuciones de NP.
Ejemplos de ellos son la fase de mezcla, la frecuencia de oscilación o la asimetŕıa semileptónica:

φs = arg (M12), ∆ms = |M12|, ASL = − ∆Γs
∆Ms

tanφs (9.11)

En el SM la violación CP tiene su origen en la matriz de Cabibbo-Kobayashi-Maskawa (CKM),
que describe la mezcla entre los quarks [222]. La violación CP que tiene lugar en la interferecia
entre amplitudes asociadas a la desintegración directa del mesón B0

s a un estado final autovalor
de CP y aquellas asociadas al decaimiento tras las oscilación B0

s − B̄0
s viene caracterizada por

la fase de violación CP , φfs , definida como:

φfs = −arg(λf), λf = ηf
q

p

Āf

Af
, (9.12)

donde f es el estado final, ηf es 1(-1) para estados finales CP − even (CP − odd),
∣∣∣ qp ∣∣∣ deter-

mina la cantidad de violación CP en la mezcla, y Af (Āf ) es la amplitud del mesón B0
s (B̄0

s )
meson decayendo al estado final. Se necesitan medidas de precisión de esta fase para diferenciar
contribuciones de SM y NP.

En el SM, para transiciones b→ ccs, la determinación indirecta via ajustes globales a datos
experimentales resulta en φcc̄ss = 0.0364± 0.0016 rad [222]. La NP podŕıa modificar la fase si
nuevas part́ıculas contribuyeran a los diagramas de caja de B0

s–B̄0
s [225,226].

9.4.1 φs experimental

El objetivo de este análisis es de realizar la medida de φs en el canal B0
s → J/ψK+K− empleando

datos recogidos por LHCb en 2015 y 2016. Además, se realizan medidas actualizadas de la
diferencia en anchura de decaimiento para los autoestados pesado y ligero, ∆Γs, y el cociente
entre las anchuras promedio para los sistemas B0

s y B0
d , Γs/Γd.

9.4.1.1 Fenomenoloǵıa

Hay 4 amplitudes que contribuyen a esta desintegración: 3 procedentes de la contribución de la
onda P (dominante) al par K+K− y una contribución menor de la onda S. El ajuste nominal
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se realiza asumiendo que la violación CP directa causada por diagramas penguin es la misma
para todos los estados de polarización. Se han realizado checks para corroborar dicho ansatz.

La tasa diferencial de decaimiento para un B0
s inicial en función del tiempo de decaimiento

y ángulos usando λf = |λf |e−iφ
f
s ≡ |λf |e−iφf (f = 0, ||, ⊥, S) viene dada por [229]

d4Γ(t)

dm2
KKd cos θKd cos θldφ

=
10∑
k=1

Nkhk(t)fk(θK , θl, φ), (9.13)

donde Nk son factores de normalización, fk(θK , θl, φ) son las funciones dependientes de los
ángulos de helicidad, dadas en [229], y las funciones dependientes del tiempo de decaimiento
hk(t) vienen dadas por

hk(t) =
3

4π
e−Γt

{
ak cosh

∆Γt

2
+ bk sinh

∆Γt

2
+ ck cos(∆mt) + dk sin(∆mt)

}
. (9.14)

Para una producción inicial de B̄0
s , los signos de ck y dk son los contrarios. Los coeficientes se

especifican en la Tabla C.2 (Apéndice C). Para reducir la correlación entre los parámetros del

ajuste, se puede decidir ajustar |λ0|, φ0 and |λfλ0
|, φf − φ0, para f 6= 0.

9.4.1.2 Correcciones a las muestras utilizadas

Tras unos cortes iniciales aplicados a las muestras de datos y la simulación, detallados en la
sección 6.2.2, se entrena una BDT para mejorar la proporción entre señal y fondo. Para ello se
usan datos y simulación del 2016. Tras aplicar dicha BDT, dicha proporción es ∼ 3.9.

9.4.1.3 Ajuste a masa y cálculo de los sWeights

Los parámetros de interés f́ısico se extran mediante un ajuste de la PDF de la señal a las distribu-
ciones angulares y de tiempo de desintegración. Éstos eventos se pesan primero para sustraer
estad́ısticamente componentes de fondo usando el método sPlot [237] empleando m(J/ψK+K−)
como la variable discriminatoria.

Para mejorar la resolución, m(J/ψK+K−) se determina usando la masa del J/ψ y restric-
ciones al vértice primario. Las fuentes de fondo consideradas son sustráıdas usando vetos en
variables de identificación (B0 → J/ψK∗0, Λ0

b → J/ψpK−), aśı como inyectando pesos negativos
en la muestra (Λ0

b → J/ψpK−). Finalmente, la desintegración B0 → J/ψK+K− es modelada
en la pdf. El fondo combinatorial se modela usando una función exponencial, y la distribución
de señal con una función Crystal Ball (CB) usando el error en masa por evento como observable
condicional. De esta forma, la correlación entre cos θµ y la resolución en masa se tiene en cuenta.
La p.d.f viene dada por:

p(m(J/ψK+K−)|σi) = NsigCB(m(J/ψK+K−);µ, α1, α2, n1, n2, s1, s2|σi)
+Nbkg((1− fBd)e−γbm(J/ψK+K−) + fBdGauss(m(J/ψK+K−);µBd , σBd)),

donde Nsig y Nbkg son el número de eventos de señal y fondo, respectivamente, µ es la media
de la distribución, s1 y s2 los factores de escala (para tener en cuenta la subestimación del error
en masa por evento), α1, α2, n1, n2 son parámetros de cola y γb el coeficiente en la exponencial
para describir el fondo.
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El ajuste a la distribución de m(J/ψK+K−) se realiza a la muestra dividida en 24 submues-
tras, correpondiéndose con seis bines en la masa del par K+K−, [990, 1008, 1016, 1020, 1024,
1032, 1050] MeV/c2, dos categoŕıas de trigger (biased y unbiased) y dos años de tom de datos
(2015 y 2016).

9.4.1.4 Factores CSP

El cambio relativo de la curva para la onda S con respecto a la correspondiente a la onda P debe
tenerse en cuenta a través de términos de interferencia en las expresiones angulares, dado que
el análisis se realiza en bines de mKK finitos. Ésto se hace añadiendo un factor de corrección
multiplicativo a la pdf de la señal, CSP. Hay en total seis factores CSP, uno por cada bin de
mKK .

Las formas de las curvas para las ondas S y P se denotan como p(mKK) y s(mKK), respecti-
vamente, donde ambas están normalizadas a la unidad en el rango [mL

KK ,m
U
KK ]. Debido a que

en cada bin de mKK , 〈p× s∗〉 6= 〈p〉 × 〈s∗〉, el producto p× s∗ debe ser integrado (al dar cuenta
de la interferencia entre las ondas P y S). Ésto lleva a∫mHKK

mLKK
p× s∗ dmKK√∫mHKK

mLKK
|p|2 dmKK

∫mHKK
mLKK

|s|2 dmKK

= CSPe
−iθSP , (9.15)

donde CSP es el factor de corrección y la fase θSP se absorbe en la medida de la fase fuerte
de la onda S. Se considera que las ondas P y S se corresponden con las resonancias φ y f0,
respectivamente.

La resolución del detector causa un efecto en los factores CSP que debe de ser tenido en
cuenta. La ecuación 9.15 se define en función de la verdadera mKK , pero los bines de masa
se definen en función de la mKK medida. Dicho efecto se incorpora como una corrección en la
eficiencia, εi(mKK), de los factores CSP, de acuerdo con

CSP e
−iθSP =

∫m
B0
s
−mJ/ψ

2mK
p× s∗ × ε(mKK) dmKK√∫m

B0
s
−mJ/ψ

2mK
|p|2 × ε(mKK) dmKK

∫m
B0
s
−mJ/ψ

2mK
|s|2 × ε(mKK) dmKK

, (9.16)

Las distributciones de εi(mKK) se muestran en la Figura 9.7. Los factores CSP obtenidos son
los que aparecen en la Tabla 9.2.

9.4.1.5 Resolución temporal

Para parametrizar la resolución del tiempo de desintegración se emplea un modelo efectivo de
una única Gaussiana. Dicho modelo se ajusta al tiempo de desintegración, t en diez bines
de la incertidumbre de t, δt. Consiste en una delta de Dirac y dos funciones exponenciales
convolucionadas con:

R(t) ∝
3∑
i=1

fi
1√

2πσi
e
− 1

2

(
t−µ
σi

)2

, (9.17)
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Figure 9.7: Eficiencia de cada selección de bin en mKK en función de la mKK verdadera
simulada usando simuación sin (izquierda) y con (derecha) onda S.

Table 9.2: Factores CSP obtenidos usando Eq. (9.16).

S-wave line shape

mKK bin f0

1 0.8463
2 0.8756
3 0.8478
4 0.8833
5 0.9415
6 0.9756

donde
∑

i fi = 1. Se añade un componente extra para dar cuenta de eventos donde el vértice
primario se asigna de forma incorrecta. La anchura efectiva de la Gaussiana se computa como:

σeff =
√

(−2/∆m2
s) lnD, (9.18)

donde

D =
3∑
i=1

fie
−σ2

i∆m2
s/2, (9.19)

y ∆ms = 17.77ps−1. Para determinar los parámetros de calibración, se considera una depen-
dencia lineal o cuadrática de σeff con 〈δt〉. Con este fin se emplean diferentes muestras, entre las
que se encuentran eventos simulados de B0

s → J/ψφ, J/ψ prompt (producidas en el vértice de
interacción) y datos correspondientes a J/ψ prompt. Con ello se obtiene:

σeff = 45.54± 0.04± 0.05 fs (9.20)

Donde la primera incertidumbre es estad́ıstica debido al tamaño finito de la muestra de datos
de B0

s → J/ψφ y la segunda procede de incertidumbres en los parámetros de calibración.
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9.4.1.6 Aceptancia angular

La aceptancia angular se modela utilizando pesos de normalización (véase Ref. [243], Sec. 3.3),
obtenidos de eventos simulados. Dicha muestra de simulación se somete a un proceso iterativo
de pesado en variables cinemáticas (p(K±), pT (K±), p(B0

s ), pT (B0
s ) y m(K+K−)) para corregir

las diferencias entre datos y simulación. Se calculan un total de 10 pesos de normalización para
cada año y categoŕıa de trigger, tal y como se indica en la Tabla 9.3.

Table 9.3: Pesos de la aceptancia angular determinados con simulación. Los factores fk son de
normlización de las funciones angulares. Se emplean en la normalizacion de la pdf.

k fk/f1

2015 2016
“Unbiased trigger” “Biased” trigger “Unbiased trigger” “Biased trigger”

1 (00) 1± 0 1± 0 1± 0 1± 0
2 (‖‖) 1.0435± 0.0020 1.0452± 0.0039 1.03800± 0.00070 1.0370± 0.0015
3 (⊥⊥) 1.0439± 0.0020 1.0451± 0.0038 1.03776± 0.00069 1.0371± 0.0015
4 (‖⊥) −0.0024± 0.0016 −0.0100± 0.0032 −0.00082± 0.00055 0.0027± 0.0012
5 (0 ‖) −0.00132± 0.00096 0.0035± 0.0018 0.00023± 0.00033 0.00307± 0.00072
6 (0 ⊥) 0.00121± 0.00094 0.0020± 0.0019 0.00025± 0.00033 −0.00022± 0.00072
7 (SS) 1.0155± 0.0014 1.0259± 0.0027 1.01034± 0.00047 1.0220± 0.0011
8 (S‖) −0.0018± 0.0012 −0.0040± 0.0024 0.00009± 0.00042 0.00029± 0.00093
9 (S⊥) 0.0013± 0.0012 −0.0010± 0.0025 0.00008± 0.00043 0.00005± 0.00094

10 (S0) −0.0189± 0.0026 −0.0375± 0.0050 −0.00240± 0.00089 0.0026± 0.0019

9.4.1.7 Aceptancia temporal

La eficiencia de reconstrucción no es constante en función del tiempo de desintegración del B0
s .

La aceptancia temporal general se determina usando como canal de control B0 → J/ψK∗(892)0,
cinemáticamente muy similar al de la señal y con un tiempo de vida media muy bien conocido.
La aceptancia temporal se define como

ε
B0
s

data(t) = εB
0

data(t)× ε
B0
s

sim(t)

εB
0

sim(t)
, (9.21)

donde εB
0

data(t) es la eficiencia de los eventos del canal de control que han pasado el proceso

de selección y de pesado con sWeights y ε
B0
s

sim(t)/εB
0

sim(t) el cociente de las eficiencias de eventos
simulados de los canales de señal y control tras haber pasado toda la cadena de selección y
las correcciones pertinentes. Este segundo término da cuenta de las pequeñas diferencias en el
tiempo de vida medio y la cinemática existentes entre el canal de control y el de señal.

Para derivar ε
B0
s

data(t) se realiza un ajuste simultáneo a todas las muestras. La aceptancia

temporal ε
B0
s

data(t) obtenida se usa para ajustar a la muestra de señal y determinar los parámetros
f́ısicos. El modelo usado en el ajuste en todos los casos es el producto de una exponencial,
convolucionada con una resolución Gaussiana y la respectiva aceptancia temporal. Esta función
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Figure 9.8: Distribuciones del tiempo de desintegración para decaimientos de B0
s → J/ψK+K−

con el fondo sustráıdo (puntos de datos), con las proyecciones unidimensionales de la pdf en el
punto de máxima verosimilitud. La ĺınea sólida azul muestra la distribución total, mientras que
sus componentes CP − even, CP −odd y onda S se indican con ĺıneas discontinuas roja, verde y
ĺıneas discontinuas y punteadas violetas, respectivamente. Se muestran resultados combinados
para los dos años de toma de datos y las dos categoŕıas de trigger.

se modela empleando splines cúbicas. La aceptancia temporal se obtiene de forma separada
para los dos años de toma de datos y dos categoŕıas de trigger.

Los tiempos de vida media τ(B0) y τ(B+) en las desintegraciones B0 → J/ψK∗0 y
B+ → J/ψK+ se miden como forma de comprobar el procedimiento seguido para determi-
nar la aceptancia temporal. Para ello, se emplean muestras de datos y simulación del 2016. Se
encuentra un buen acuerdo entre los resultados obtenidos y los esperados.

9.4.1.8 Identificación de sabor

Para estudios dependientes del tiempo es necesario identificar correctamente el sabor inicial del
mesón. Para ello se usan dos algoritmos separados que explotan caracteŕısticas diferentes de la
producción incoherente de bb̄ en colisiones pp. En este análisis se han optimizado y calibrado
(usando las desintegraciones B+ → J/ψK+ y B0

s → D−s π
+) empleando datos del Run 2.

9.4.1.9 Ajuste a los datos

El procedimiento de ajuste emplea la técnica de sFit para sustraer el fondo, tal y como se describe
en la Sección 6.2.3. Se han desarrollado varios programas de ajustes, incluyendo el nominal, que
emplea tarjetas gráficas (GPUs). Todos los programas proporcionan un buen acuerdo entre
ellos. Las gráficas con el fondo sustraido se muestran en las Figuras 9.8 y 9.9.

Este estudio resulta en la medida más precisa hasta la fecha de los parámetros de violación
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Figure 9.9: Distribuciones de los ángulos de helicidad para decaimientos de B0
s → J/ψK+K−

con el fondo sustráıdo (puntos de datos), con las proyecciones unidimensionales de la pdf en el
punto de máxima verosimilitud. La ĺınea sólida azul muestra la distribución total, mientras que
sus componentes CP − even, CP −odd y onda S se indican con ĺıneas discontinuas roja, verde y
ĺıneas discontinuas y punteadas violetas, respectivamente. Se muestran resultados combinados
para los dos años de toma de datos y las dos categoŕıas de trigger.

CP en la interferencia entre mezcla y desintegración. Se ha obtenido:

φs = −0.080± 0.041± 0.005rad

|λ| = 1.006± 0.016± 0.004

∆Γs = 0.0772+0.0076
−0.0077 ± 0.0015ps−1

Γs − Γd = −0.0041+0.0024
−0.0023 ± 0.0015ps−1

(9.22)

donde las primeras incertidumbres son estad́ısticas y las segundas sistemáticas. Este resultado
está de acuerdo a nivel de 1.7σ con la medida del Run 1 realizada por LHCb [247], y de 1.2σ
con respecto a la medida del SM [222]
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9.4.2 Estudios fenomenológicos

Para búsquedas de NP los observables relativos a la transición B0
s − B̄0

s , como φs y ∆ms juegan
un papel muy importante, al ser muy sensibles a los efectos de NP. En esta sección se estudian los
efectos del MSSM en dichos procesos, aśı como para los Momentos Dipolares Eléctricos (EDMs)
del protón y del neutron, y procesos relacionados con transiciones ∆F = 0 y ∆F = 1.

9.4.2.1 Formalismo y scan

El formalismo es el mismo que el empleado en la Sección 9.3.2. A los escenarios alĺı considerados
se añaden dos adicionales:

• Escenario D: motivado por escenarios con predicciones conservadoras para los EDMs.

• Escenario E: motivado por escenarios con predicciones más agresivas para los EDMs

9.4.2.2 Observables

Se calculan los siguientes observables:

• Observables sensibles a tanβ y a la masa del Higgs pesado: B(B+ → τ+ντ ), ∆C7.

• B(B0
s → µ+µ−), B(B0

d → µ+µ−)

Adicionalmente se computan observables relacionados con las oscilaciones mesón-antimesón en
los sectores Bs, Bd, tomando el cociente con respecto a la predicción del SM:

• La fase de mezcla, ∆φs,d = arg (M12/M
SM
12 )

• La diferencia de masa, ∆ms/∆m
SM
s = |M12|/|MSM

12 |.
• La asimetŕıa semileptónica, calculada como − ∆Γs

∆Ms
tanφs. Con el fin de construir una

cantidad más fácil de manejar teóricamente, se usa ∆MsASL/∆Γs.

Finalmente, la diferencia de asimetŕıas CP en B− → X−s γ and B̄− → X0
sγ se calcula, tomando

la fórmula de la Referecia [175]. Todas las restricciones aplicadas se resumen en la Tabla 9.4.

9.4.2.3 Resultados

Se muestran las gráficas para cada escenario, correspondiéndose con el 95% CL. Los puntos
negros se calculan incluyendo el corte en φs, mientras que los asteriscos rosas se calculan sin él.
Como se puede observar, este resultado afecta en gran medida el rango de φs- φ

SM
s , aśı como el

de otros observables. Los resultados experimentales de la Tabla 9.4 se indican con variaciones
de ±1σ con respecto a sus incertidumbres con áreas sombreadas en verde. Para los EDMs, se
indican las cotas superiores con áreas sombreadas en amarillo.

Para los EDMs, se muestran puntos con el corte en φs aplicado en diferentes escenarios en
la Figura 9.10. Tal y como se esperaba, el rango permitido para el escenario E es mucho más
amplio que el permitido en el escenario D. Se observan grandes desviaciones con respecto al SM,
algunas de ellas introduciéndose en las cotas superiores experimentales [252,256].

La Figura 9.11 muestra φs-φ
SM
s en función de la asimetŕıa semileptónica. Una dependencia

manifiesta se observa entre ambas. También se observa cómo dicha asimetŕıa puede adquirir
valores muy diferentes de los predichos por el SM.
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Table 9.4: Resultados f́ısicos en los observables aplicados en este estudio.

Observable Constraint
∆ms/∆m

SM
s 0.948± 0.062

φs − φSMs −0.0447± 0.0301 [245]
φd − φSMd −0.1796± 0.0535 [245]

B(B0
s → µ+µ−)EXP/SM 0.71± 0.12

B(B0
d → µ+µ−)EXP/SM 9.71± 6.41

∆msASL/∆Γs − (∆msASL/∆Γs)
SM −0.1257± 0.5651

B(B+ → τ+ντ )
EXP/SM 0.87± 0.21 [29]

∆C7 −0.02± 0.02 [177]
∆ACP (b→ sγ) 5.0± 3.9stat ± 1.5syst [255]

|dn| 2.9× 10−26 e cm (90% CL) [256]
|dHg| 7.4× 10−30 e cm (90% CL) [252]
mH 125.18± 20 [GeV] [29]

tan β:MA plane ATLAS limits for hMSSM scenario [178]
LSP Lightest neutralino
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Figure 9.10: EDM del neutrón vs EDM del neutrón para los escenarios A (parte superior
izquierda), B (parte superior derecha), C (parte intermedia izquierda), D (parte inter-
media derecha) y E (parte inferior). La parte sombreada amarilla se corresponde con la
región excluida por el actual ĺımite en los EDM del neutrón [256] y del mercurio [252].
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Figure 9.11: φs- φ
SM
s vs Asl/A

SM
sl para los escenarios A (parte superior izquierda), B

(parte superior derecha), C (parte intermedia izquierda), D (parte intermedia derecha) y
E (parte inferior).
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Table 9.5: Rangos de los parámetros empleados en el scan del CMSSM.

Parámetro Rango total Rango de baja masa
m0 ( 0, 10) TeV (0,4) TeV
m1/2 ( 0, 10) TeV (0,4) TeV
A0 (-10,10) TeV (-10,10) TeV

tan β (2,70) (2,70)

9.5 MasterCode

El marco anaĺıtico de MasterCode realiza ajustes globales desde un punto de vista frecuentista.
Contiene herramientas para calcular, dado un modelo de NP, diferentes observables y su cor-
respondiente χ2, aśı como la interfaz con un algoritmo (MultiNest [227]) para samplear dicho
modelo. A partir de éstos se construye una función de probabilidad global, incluyendo las me-
didas experimentales. Dichas medidas se clasifican según la naturaleza del χ2 que proporcionan
en:

• Gaussianas. Ejemplos de ello son la masa del top, la masa del bosón de Higgs ligero,
observables electrodébiles de precisión, observables de la f́ısica del sabor, etc.

• No Gaussianas, entre las que se incluyen la búsquedas de part́ıculas supersimétricas real-
izadas por ATLAS y CMS.

9.5.1 CMSSM

El constrained MSSM (CMSSM) impone universalidad de las masas para una escala de gran
unificación, Λ ∼ 2×1016GeV. Consta de 5 parámetros libres: la masa de las part́ıculas escalares,
m0, la masa de los gauginos (compañeros supersimétricos de los bosones gauge) m1/2, el acoplo
trilineal A0, tanβ y sign(µ).

Los rangos empleados en el scan se especifican en la Tabla 9.5. Como se puede ver, se ha
realizado un scan espećıfico para valores bajos de masa.

9.5.1.1 Resultados

Las proyecciones 2D de los resultados del scan se muestran en las Figuras 9.12 y 9.13 (real-
izadas usando micrOMEGAs [271]). Los contornos coloreados restringen regiones del espacio de
parámetros correspondientes al 68% (rojo) y 95% (azul oscuro) CL. El punto con mejor valor
del χ2 (best-fit point, bfp) se indica con una estrella verde. Los diferentes colores en el interior
de los contornos se corresponden con los mecanismos dominantes (indicados en la leyenda) para
traer la densidad de materia oscura dentro del rango permitido por medidas experimentales.
Tal y como se puede ver, el mecanismo preferido es la coaniquilación de charginos (part́ıculas
supersimétricas cargadas).
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Figure 9.12: Los planos (A0, tan β) para µ > 0 (izquierda) y µ < 0 (derecha). Los
contornos rodean regiones permitidas a 68 y 95% CL, correspondiéndose aproximadamente
con 1 y 2σ, respectivamente. Se considera que el neutralino es el responsable de toda la
densidad de materia oscura fŕıa. Los puntos con máxima verosimilitud se indican con
estrellas verdes.

Figure 9.13: Los planos (m0,m1/2) para µ > 0 (izquierda) y µ < 0 (derecha). Los
contornos rodean regiones permitidas a 68 y 95% CL, correspondiéndose aproximadamente
con 1 y 2σ, respectivamente. Se considera que el neutralino es el responsable de toda la
densidad de materia oscura fŕıa. Los puntos con máxima verosimilitud se indican con
estrellas verdes.
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El perfil de la probabilidad para la masa del Higgs y BR
MSSM/SM
Bs,d→µ+µ− se muestran en la Figura

9.14. La preferencia de esta última de estar por encima o por debajo de 1 depende de signo de
µ. Es el caso µ < 0 el que parece proporcionar un mejor ajuste a los datos existentes. Ésto se
muestra de acuerdo con otros resultados presentes en la literatura (véase Ref. [309]).
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Figure 9.14: Parte superior: perfil unidimensional de la función de probabilidad para
BR

MSSM/SM

Bs,d→µ+µ− para µ < 0 (panel superior izquierda) and for µ > 0 (panel superior derecha);

parte inferior: perfil unidimensional de la función de probabilidad para Mh para µ < 0
(panel inferior izquierda) y para µ > 0 (panel inferior derecha).

Los espectros para los dos bfp se muestra en la Figura 9.15. En el caso µ > 0 es mucho
más pesado que en el caso µ < 0. Extensiones de este trabajo abarcan la inclusión de nuevas
medidas experimentales, aśı como la nueva versión de SoftSUSY [257] para obtener mejora en la
predicción de las masas de las part́ıculas supersimétricas.
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Figure 9.15: Espectros de los bosones de Higgs y las part́ıculas supersimétricas en los bfp
en CMSSM para µ < 0 (izquierda) y µ > 0 (derecha). Estos gráficos han sido realizados
usando PySLHA [270].
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9.5.2 mAMSB

En la Minimal Anomaly Mediated SUSY Breaking (mAMSB), la ruptura de supersimetŕıa ocurre
principalmente mediante una anomaĺıa de súper-Weyl. Contiene 4 parámetros libres: un término
que se añade como contribución de las masas escalares, m0, m3/2, tanβ y sign(µ). El espectro de
este modelo es muy diferente de otros modelos supersimétricos, con una composición diferente de
la part́ıcula supersimétrica candidata a Materia Oscura (LSP). En este escenario dicha part́ıcula
puede ser un wino o un Higgsino, ambos con una probabilidad similar.

Se consideran dos escenarios: uno en el que la LSP da cuenta de la mayor parte de la
densidad de materia oscura fŕıa, y otro en el que no. En el primero, la masa de las part́ıculas su-
persimétricas se encuentra más allá del alcance del LHC, y sus contribuciones a otros observables
son pequeñas. En el segundo caso, aunque la masa del Higgs aún representa una importante
cota inferior, algunas búsquedas directas de part́ıculas supersimétricas en el LHC pueden ser
relevantes.

Los rangos empleados en el scan se especifican en la Tabla 9.6 Se ha realizado un scan
espećıfico para una Higgsino-LSP.

Table 9.6: Rangos de los parámetros empleados en el scan del modelo mAMSB.

Parameter Rango
m0 ( 0.1, 50) TeV
m3/2 ( 10, 1500) TeV
tan β ( 1 , 50)

9.5.2.1 Resultados I. La LSP proporciona la mayor parte de la CDM (all-
CDM)

La Figura 9.16 muestra los planos (m0,m3/2) para ambos signos de µ en este estudio. El código
de colores para los contores de CL es similar al caso anterior, con una estrella verde indicando el
bfp para un DM wino, y una estrella abierta vaćıa para indicar el bfp para un DM Higgsino. Las
regiones donde la fracción de Higgsino excede el 90% aparecen coloreadas en amarillo. Aquellas
donde la fracción de wino es superior al 90% aparecen coloreadas en azul, y las regiones mixtas
en naranja. Tal y como se aprecia en la Figura, para una LSP wino las regiones favorecidas a
nivel de 2σ son bandas donde 900 TeV ≤ m3/2 ≤ 1000 TeV.

La Figura 9.17 muestra el espectro para los scans con wino y Higgsino (para ambos signos
de µ). Tasas de desintegración superiores al 20% se indican con ĺıneas discontinuas. Como se
dijo al principio, se obtienen espectros relativamente pesados. Los espectros para el caso del
Higgsino son en general más pesados que para el caso del wino.
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Figure 9.16: Planos (m0,m3/2) para µ > 0 (panel izquierdo) y µ < 0 (panel derecho).
Los contornos azul y rojo rodean regiones que están permitidas a 68 y 95% CL, respec-
tivamente. Las zonas de DM Higgsino (wino) están coloreadas en amarillo (azul), y las
mixtas en naranja. Los bfp para los dos signos de µ etán indicados por estrellas verdes,
rellenas en el caso wino y abiertas en el caso Higgsino.
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b̃1, t̃2

t̃1
˜̀R, ν̃L, ˜̀L τ̃1, ν̃τ , τ̃2

g̃

χ̃0
1

χ̃0
2

χ̃±
1

χ̃0
3, χ̃0

4 χ̃±
2

b̃2

0

5000

10000

15000

20000

25000

30000

35000

40000

M
as

s
/

G
eV

h0

A0, H0 H± d̃L, ũL, ũR, d̃R
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Figure 9.17: Espectros de los bfp para µ > 0 (panel izquierdo) y µ < 0 (panel derecho),
asumiendo que la LSP realiza la contribución dominante a la CDM. Los colores de las
barras horizontales indican las cargas eléctricas de las part́ıculas.
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9.5.3 Resultados II. La LSP no proporciona toda la CDM (part-
CDM)

En este caso, tanto la masa de la LSP como m3/2 pueden ser sustancialmente inferiores al caso
anterior. Por lo tanto, algunas de las part́ıculas supersimétricas pueden estar dentro del alcance
del LHC, a diferencia de lo que ocurŕıa en la sección 9.5.2.1.

Los planos correspondientes a (m0,m3/2) se muestran en la Figura 9.18. Tal y como se puede
apreciar, la región del 95% CL para el wino se extiende a valores más bajos de m3/2 para ambos
signos de µ y para valores más altos de m0 para m3/2 ' 300 para µ < 0.
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Figure 9.18: Los planos (m0,m3/2) para µ > 0 (panel izquierdo) y para µ < 0 (panel
derecho). Los sombreados son los mismos que en la Figura 9.16.

La Figura 9.19 muestra el espectro para los scans con wino y Higgsino, con los dos signos de µ.
Comparando los espectros se puede deducir que, mientras en el caso all-CDM las superpart́ıculas
eran demasiado pesadas para ser producidas en el LHC, en el caso part-CDM pueden ser mucho
más ligeras, y por lo tanto accesibles al LHC.

El perfil de probabilidad paraBR
MSSM/SM
Bs,d→µ+µ− y (g−2)µ se muestra en la Figura 9.20. Se pueden

observar pequeñas desviaciones con respecto al SM. En el caso part-CDM, dichas desviaciones
se hacen más importantes, en particular para µ < 0 en el caso de BR(Bs,d → µ+µ−).
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Figure 9.19: Espectros de los bfp para µ > 0 (panel izquierdo) y µ < 0 (panel derecho).
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Figure 9.20: Espectros para los bfp para µ > 0 (panel izquierdo) y µ < 0 (panel derecho).
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9.6 Conclusiones

Esta tesis representa un estudio exhaustivo de búsquedas de Nueva F́ısica, tanto en el sector del
sabor en LHCb, con estudios de sus implicaciones en f́ısica de kaones y en procesos involucrando
la fase de violación CP φs, como en un ámbito más general, con estudios frecuentistas de dos
modelos supersimétricos, realizados dentro del marco anaĺıtico de MasterCode.

En el caṕıtulo 5 se ha presentado un estudio de la sensibilidad de LHCb a K0
s → π0µ+µ−,

usando una nueva estrategia, PARTIAL, donde tan sólo los muones se reconstruyen. Dicho
estudio ha sido realizado usando 3 fb−1 de datos del Run 1 y 0.3 fb−1 de datos del Run 2.
Predice una medida para el Upgrade con una precisión considerablemente mejor que la obtenida
por el experimento NA48. El conocimiento preciso de B(K0

S → π0µ+µ−) permitirá una mejora
en la predicción teórica de B(K0

L → π0µ+µ−), importante en modelos de Nueva F́ısica como
Dimensiones Extra.

Por otra parte, se ha llevado a cabo un estudio fenomenológico de K0
s → µ+µ−, en un esce-

nario MSSM, para valores elevados de tanβ. Se han encontrado contribuciones a B(K0
s → µ+µ−)

que sobrepasan en un factor 7 las correspondientes al SM de acuerdo con las actuales limita-
ciones experimentales. También se ha mostrado la correlación entre éste y otros observables, aśı
como regiones donde dicha tasa de desintegración se encuentra incluso a nivel de los existentes
ĺımites experimentales.

En cuanto a ∆F = 2 se ha mostrado en el caṕıtulo 6 un análisis de B0
s → J/ψK+K− en la

región de m(K+K−) alrededor de la masa del mesón φ(1020), usando datos de LHCb recogidos
en 2015 y 2016. De forma complementaria se han realizado estudios fenomenológicos para φs y
φd, aśı como para otros observables tales como los Momentos Dipolares Electricos o la asimetŕıa
semileptónica, también en un escenario conforme al MSSM. El enfoque es análogo al seguido en
el caṕıtulo 5. Se han encontrado regiones con amplias variaciones con respecto a los valores del
SM, de acuerdo con los cortes aplicados. También se ha apreciado el gran impacto que supone
incluir el resultado de φs.

Finalmente, en el caṕıtulo 7 se han expuesto los resultados de explorar las restricciones
impuestas por los datos disponibles en el sector del sabor, electrodébil y del Higgs, aśı como
búsquedas del LHC, en dos escenarios supersimétricos: el CMSSM y el mAMSB. Ambos han
sido investigados empleando el marco anaĺıtico MasterCode. Para el CMSSM, se ha encontrado
una gran área permitida por las restricciones experimentales. El caso con µ < 0 representa un

mejor ajuste a BR
MSSM/SM
Bs,d→µ+µ− que µ > 0. En cuanto a mAMSB, considerando que el neutralino

proporciona toda la densidad CDM, el espectro que se obtiene es pesado. Masas más pequeñas
son posibles si la LSP contribuye sólo a una fracción de la densidad CDM.
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Appendix A

P → l+l−

The effective Hamiltonian can be expressed as:

Heff = − G2
F

M2
W

π2[CAQA + C ′AQ
′
A + CSQS + C ′SQ

′
S + CPQP + C ′PQ

′
P ] (A.1)

where

QA = d̄iLγ
µdjL l̄γµγ5l, Q

′
A = d̄iRγ

µdjR l̄γµγ5l

QS = d̄iRd
j
L l̄l, Q

′
S = d̄iLd

j
R l̄l

QP = d̄iRd
j
L l̄γ5l, Q

′
P = d̄iLd

j
R l̄γ5l (A.2)

Being the axial and pseudoscalar currents:〈
0|q̄iγµγ5q

j |P
〉

= ipµfP (A.3)

〈
0|q̄iγ5q

j |P (p)
〉

= −ifP
M2
P

(mi +mj)
(A.4)

Computing the conjugate:

(
〈
0|q̄iγµγ5q

j |P
〉
)† = (ipµfP )† = −ipµfP (A.5)

〈
P |q†jγ5γ

0γµγ0γ0q
i|0
〉

= −
〈
P |q̄jγ5γµq

i|0
〉

=
〈
p|q̄jγµγ5q

i|0
〉

= −ipµfP (A.6)

(
〈
0|q̄iγ5q

j |P (p)
〉
)† = ifP

M2
P

(mi +mj)
(A.7)

〈
P |q†jγ5γ

0qi|0
〉

= −
〈
P |q̄jγ5q

i|0
〉

〈
P |q̄jγ5q

i|0
〉

= −ifP
M2
P

(mi +mj)
(A.8)
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To compute B(P → l+l−):

B(P → l+l−) =
Γfi
Γ

= τPΓfi (A.9)

using the expression for a two-particle decay:

dΓfi =
|A|2
32π2

|p|
M2
P

dΩ (A.10)

where p is the lpm momentum:

|p| =
√
E2
l −m2

l =

√
M2
P

4
−m2

l =
MP

2

√
1− 4m2

l

M2
P

(A.11)

and A is the amplitude of the process. Then:

dΓfi =
|A|2

64π2MP

√
1− 4m2

l

M2
P

dΩ (A.12)

Γfi =
|A|2

16πMP

√
1− 4m2

l

M2
P

(A.13)

Therefore:

B(P → l+l−) =
τP

16πMP

√
1− 4m2

l

M2
P

|A|2 (A.14)

The amplitude:

|A|2 = |
〈
l+l−|Heff |P

〉
|2 = AA†

A =
〈
l+l−|Heff |P

〉
A† = (

〈
l+l−|Heff |P

〉
)† =

〈
P |Heff †|l+l−

〉
=
〈
P |Heff |l+l−

〉
(A.15)

Where it has been used the fact that the effective Hamiltonian is hermitic (Heff = H†eff ) and
l is the lepton field, hence a solution of the Dirac equation. Decomposing the Hamiltonian into
the different terms:

A = [
〈
l+l−|CAQA|P

〉
+
〈
l+l−|C ′AQ′A|P

〉
+ ...]

(
−G

2
FM

2
W

π2

)
(A.16)

A† = −
(
G2
FM

2
W

π2

)
[
〈
P |C†AQ

†
A|l+l−

〉
+
〈
P |C ′†AQ

′†
A|l+l−

〉
+ ...] (A.17)

Using again the hermiticity of the Hamiltonian:

CAQA + C ′AQ
′
A + ... = C†AQ

†
A + C

′†
AQ

′†
A... (A.18)

Then: 〈
P |C†AQ

†
A|l+l−

〉
+ ... =

〈
l+l−|CAQA|P

〉
+ ... (A.19)
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A† = −G
2
FM

2
W

π2
[
〈
P |CAQA|l+l−

〉
+
〈
P |C ′AQ′A|l+l−

〉
+ ...] (A.20)

Being the projection operators:

p± =
1

2
(1± γ5), p2

± = p±

dR =
1

2
(1 + γ5)d, dL =

1

2
(1− γ5)d

d̄R = d̄
1

2
(1− γ5), d̄L = d̄

1

2
(1 + γ5) (A.21)

and the properties of the gamma matrices:

(γ0)† = γ0, {γ5, γ
µ} = 0, (γ5)† = γ5

(γµ)† = γ0γµγ0, {γµ, γν} = 2gµν , (γ5)2 = 1 (A.22)

Computing now the different components of A†:

〈
P |CAQA|l+l−

〉
= CA

〈
P |(d̄iγµdj 1

2
− 1

2
d̄iγµγ5d

j)(lγµγ5l)|l+l−
〉

= CA

〈
P |(−1

2
d̄iγµγ5d

j)|0
〉〈

0|l̄γµγ5l|
〉

=
CA
2
ifP p

µ
〈
0|l̄γµγ5l|l+l−

〉
= −CAifPml

〈
0|l̄γ5l|l+l−

〉
(A.23)

〈
P |CPQP |l+l−

〉
=
〈
P |d̄iRdjL l̄γ5l|l+l−

〉
=

〈
P |d̄i 1

2
(1− γ5)dj |0

〉〈
0|l̄γ5l|l+l−

〉
=

〈
P |d̄i 1

2
(1− γ5)dj |0

〉〈
0|l̄γ5l|l+l−

〉
= −1

2

〈
P |d̄iγ5d

j |0
〉 〈

0|l̄γ5l|l+l−
〉

= −1

2

(
−ifP

M2
P

mi +mj

)〈
0|l̄γ5l|l+l−

〉
=
i

2
fP

M2
P

mi +mj

〈
0|l̄γ5l|l+l−

〉
(A.24)

Then: 〈
P |CAQA + CPQP |l+l−

〉
= ifP

〈
0|l̄γ5l|l+l−

〉 [ M2
P

2(mi +mj)
CP −mlCA

]
(A.25)
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〈
P |Q′AC ′A|l+l−

〉
= C ′A

〈
p|d̄iRγµdjR l̄γµγ5l|l+l−

〉
= C ′A

〈
P |d̄i 1

2
(1− γ5)γµ

1

2
(1 + γ5)dj |0

〉〈
0|l̄γµγ5l|l+l−

〉
= C ′A

〈
P |d̄iγµ 1

2
(1 + γ5)dj |0

〉〈
0|l̄γµγ5l|l+l−

〉
=
C ′A
2

〈
P |d̄iγµγ5d

j |0
〉 〈

0|l̄γµγ5l|l+l−
〉

= −C
′
A

2
ipµfP

〈
0|l̄γµγ5l|l+l−

〉
(A.26)

where:
pµ = pµl + pµ

l̄
(A.27)

taking into account the incoming leptons (l̄ = v̄, l = u), then:

(pµl + pµ
l̄
)v̄γµγ5u = −v̄γ5 6 pµl + v̄ 6 pl̄γ5u = −2mlv̄γ5u = −2ml l̄γ5l (A.28)

hence: 〈
P |Q′AC ′A|l+l−

〉
= C ′AifPml

〈
0|l̄γ5l|P

〉
(A.29)

〈
P |Q′PC ′P |l+l−

〉
=

〈
P |d̄i 1

2
(1 + γ5)

1

2
dj |0

〉〈
0|l̄γ5l

〉
=
C ′P
2

〈
P |d̄iγ5d

j |0
〉 〈

0|l̄γ5l|l+l−
〉

= −C ′P ifP
M2
P

2(mi +mj)

〈
0|l̄γ5l|l+l−

〉
(A.30)

〈
P |Q′PC ′P |l+l−

〉
= −C ′P ifP

M2
P

2(mi +mj)

〈
0|l̄γ5l|l+l−

〉
(A.31)

The calculation for CSQS and C ′SQ
′
S is the same as for CPQP and C ′PQ

′
P but with

〈
0|l̄l|l+l−

〉
,

therefore: 〈
P |QSCS |l+l−

〉
= CSifP

M2
P

2(mi +mj)

〈
0|l̄l|l+l−

〉
(A.32)

〈
P |Q′SC ′S |l+l−

〉
= −C ′SifP

M2
P

2(mi +mj)

〈
0|l̄l|l+l−

〉
(A.33)

Putting everything together:

〈
P |Heff |l+l−

〉
= −G

2
FM

2
W

π2
[ifPml

〈
0|l̄γ5l|l+l−

〉
(C ′A − CA)

+ ifP
M2
P

2(mi +mj)

〈
0|l̄γ5l|l+l−

〉
(C ′P − CP )

+ ifP
M2
P

2(mi +mj)

〈
0|l̄l|l+l−

〉
(C ′S − CS)] (A.34)
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Note that
〈
0|l̄l|l+l−

〉
is actually

〈
0|l̄|l+

〉
〈0|l|l−〉, where |l−〉 = |p, s〉 |l+〉 = |q, r〉. The creation

and anihilation operators are, for fermions:√
2Epa

†
p |0〉 = |p, s〉 (A.35)

and for antifermions: √
2Epb

†
q |0〉 = |q, r〉 (A.36)

where
{
ap, a

†
p′

}
= (2π)3δ(3)(−→p −−→p′ ) and the leptonic fields:

l(x) =

∫
d3p

(2π)3

1√
2Ep

∑
s

(aspu
s(p)e−ipx + (bsp)

†vs(p)eipx) (A.37)

l̄(x) =

∫
d3q

(2π)3

1√
2Eq

∑
s

(brqv̄
r(q)eiqx + (arq)

†ūr(q)eiqx) (A.38)

Considering that:

a†qb
†
q |0〉 = a†q

∣∣l+〉 = 0

b†pa
†
p |0〉 = b†p

∣∣l−〉 = 0 (A.39)

then:

〈
0|l|l−

〉
=

〈
0|
∫

d3p′

(2π)3

∑
s

(as
′
p′u

s′(p′)e−ip
′x
√

2Epa
s†
p )|0

〉
=
∑
s

〈
0|e−ipxus(p)

〉
(A.40)

and 〈
0|l̄|l+

〉
=
∑
r

〈
0|e−iqxv̄r(q)|0

〉
(A.41)

Due to momentum conservation q = −p:〈
0|l̄l|l+l−

〉
=
〈
0|eipxe−ipxv̄rus|0

〉
=
∑
r,s

v̄r(q)us(p) (A.42)

〈
0|l̄l|l+l−

〉
=
∑
r,s

v̄r(q)us(p) (A.43)

With γ5: 〈
0|l̄γ2l|l+l−

〉
=
∑
s,r

v̄r(q)γ5u
s(p) (A.44)

In order to compute the amplitude squared, terms like |
〈
0|l̄l|l+l−

〉
|2, |

〈
0|l̄γ5l|l+l−

〉
|2,〈

0|l̄l|l+l−
〉

(
〈
0|l̄γ5l|l+l−

〉
)† and

〈
0|l̄γ − 5l|l+l−

〉
(
〈
0|l̄l|l+l−

〉
)† are bound to appear. Therefore,

the trace formalism will have to be used:

|
〈
0|l̄l|l+l−

〉
|2 =

∑
r,s

v̄ra(q)u
s
a(p)ū

s
b(p)v

r
b (q) (A.45)
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where the following completeness relations hold:∑
s

usa(p)ū
s
b(p) = (6 p+m)ab (A.46)

∑
r

vrb (q)v̄
r
a(q) = (6 q −m)ba (A.47)

Therefore:

|
〈
0|l̄l|l+l−

〉
|2 = (6 p+m)ab(6 q −m)ba = tr[(6 p+m)(6 q −m)]

= tr[(γµpµ +m)(γνqν −m)] = tr[γµpµγ
νqν − γµpµm+

mγνqν −m2] = pµqνtr(γ
µγν)−mpµtr(γµ) +mqνtr(γ

ν)

−m2tr(I) (A.48)

Considering the properties of the traces:

tr(I) = 4 (A.49)

tr(γµ) = 0 (A.50)

where the former applies for any odd combination of gamma matrices

tr(γµγν) = 4gµν (A.51)

tr(γ5) = 0 (A.52)

Then:
|
〈
0|l̄l|l+l−

〉
|2 = pµqν4gµν − 4m2 = 4(pµq

µ −m2) (A.53)

using:
pµ = (Ep,

−→p ), qµ = (Eq,
−→q = (Ep,−−→p ) (A.54)

and the used metric:
gµν = diag(1,−1,−1,−1) (A.55)

pµq
µ = E2

p + |−→p |2 = E2
p + (

√
E2
p −m2

l )
2 = 2E2

p −m2
l (A.56)

Therefore:
|
〈
0|l̄l|l+l−

〉
|2 = 8(E2

p −m2
l ) (A.57)

where

Ep =
MP

2
(A.58)

hence

|
〈
0|l̄l|l+l−

〉
|2 = 2MP

(
1− 4m2

l

M2
P

)
(A.59)
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|
〈
0|l̄γ5l|l+l−

〉
|2 =

∑
r,s

[v̄a(q)γ5,abu
s
b(p)][ū

s
c(p)γ5,cdv

r
d(q)](−1)

= −
∑
r

v̄ra(q)γ5,ab(6 p+m)bcγ5,cdv
r
d = −γ5,ab(6 p+m)bcγ5,cd(6 q −m)da

= −tr[γ5(γµpµ +mγ5(γνqν −m)] = −tr[(γ5γ
µpµ + γ5m)

(γ5γ
νqν − γ5m)] = −tr[γ5γ

µpµγ5γ
νqν

− γ5γ
µpµγ5m+ γ5mγ5γ

νqν − γ5mγ5m]

= pµqν4gµν + 4m2 = 4(pµq
ν +m2) = 8

M2
P

4
= 2M2

P (A.60)

〈
0|l̄l|l+l−

〉
(
〈
0|l̄γ5l|l+l−

〉
)†

=
∑
s,r

[v̄ra(q)u
s
a(p)](−1)[ūsb(p)γ5,bcv

r
c (q)] = −(6 p+m)abγ5,bc(6 q −m)ca

= −tr[(γµpµ +m)γ5(γνqν −m)] = −tr[γµpµγ5γνqν

− γµpµγm +mγ5γ
νqν −m2γ5] (A.61)

where
tr(γµγ5) = itr(γµγ0γ1γ2γ3) = 0 (A.62)

tr(γµγνγ5) = 0 (A.63)

therefore: 〈
0|l̄l|l+l−

〉
(
〈
0|l̄γ5l|l+l−

〉
)† = 0 (A.64)

Similarly: 〈
0|l̄γ5l|l+l−

〉
(
〈
0|l̄l|l+l−

〉
)†∑

s,r

[v̄ra(q)γ5,abu
s
b(p)][ū

s
c(p)v

r
c (q)] = γ5,ab(6 p+m)bc(6 q −m)ca (A.65)

where:
tr[γ5(γµpµ +m)(γνqν −m)] = 0 (A.66)

obtaining: 〈
0|l̄γ5l|l+l−

〉
(
〈
0|l̄l|l+l−

〉
)† = 0 (A.67)

Computing the amplitude squared |A|2:

|A|2 =
G4
FM

4
W

π4
f4
Pml

[
2M2

P (1− 4m2
l

M2
P

∣∣∣∣M2
P (CS − C ′S)

2ml(mi +mj)

∣∣∣∣2 + 2M2
P

∣∣∣∣M2
P (CP − C ′P )

2ml(mi +mj)
− CA + C ′A

∣∣∣∣2
]

(A.68)
Substituting inside the branching fraction:

B(P → l+l−) =
G4
FM

4
W

8π5
f2
PMP τPm

2
l

√
1− 4m2

l

M2
P

×[(
1− 4m2

l

M2
P

) ∣∣∣∣M2
P (CS − C ′S)

2ml(mi +mj)

∣∣∣∣2 +

∣∣∣∣M2
P (CP − C ′P )

2ml(mi +mj)

∣∣∣∣2
]

(A.69)
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Appendix B

K0
S → µ+µ−

B.1 Wilson coefficients (K0
S → µ+µ−)

B.1.1 |∆S| = 1 gluino box contribution

The Wilson coefficients of the gluino box contributions to ε′K/εK are

Cq1 =
(αs)

2

2
√

2GFM2
3

(
δLLd

)
12

[
1

18
f
(
xQ3 , x

q
3

)
− 5

18
g
(
xQ3 , x

q
3

)]
,

Cq2 =
(αs)

2

2
√

2GFM2
3

(
δLLd

)
12

[
7

6
f
(
xQ3 , x

q
3

)
+

1

6
g
(
xQ3 , x

q
3

)]
,

Cq3 =
(αs)

2

2
√

2GFM2
3

(
δLLd

)
12

[
−5

9
f
(
xQ3 , x

Q
3

)
+

1

36
g
(
xQ3 , x

Q
3

)]
,

Cq4 =
(αs)

2

2
√

2GFM2
3

(
δLLd

)
12

[
1

3
f
(
xQ3 , x

Q
3

)
+

7

12
g
(
xQ3 , x

Q
3

)]
,

C̃q1 =
(αs)

2

2
√

2GFM2
3

(
δRRd

)
12

[
1

18
f
(
xd3, x

Q
3

)
− 5

18
g
(
xd3, x

Q
3

)]
,

C̃q2 =
(αs)

2

2
√

2GFM2
3

(
δRRd

)
12

[
7

6
f
(
xd3, x

Q
3

)
+

1

6
g
(
xd3, x

Q
3

)]
,

C̃q3 =
(αs)

2

2
√

2GFM2
3

(
δRRd

)
12

[
−5

9
f
(
xd3, x

q
3

)
+

1

36
g
(
xd3, x

q
3

)]
,

C̃q4 =
(αs)

2

2
√

2GFM2
3

(
δRRd

)
12

[
1

3
f
(
xd3, x

q
3

)
+

7

12
g
(
xd3, x

q
3

)]
, (B.1)

where q runs u and d, and xQ3 = m̃2
Q/M

2
3 and xq3 = m̃2

q/M
2
3 .
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B.1.2 |∆S| = 1 chargino-mediated Z-penguin contribution

The Wilson coefficients of the chargino-mediated Z-penguin are

Cu1 = −(α2)2 sin2 θW

12
√

2GFM2
W

[
(M2

U )LR
]∗
23

[
(M2

U )LR
]
13

M4
2

l
(
xQ2 , x

u
2

)
,

Cd1 =
(α2)2 sin2 θW

24
√

2GFM2
W

[
(M2

U )LR
]∗
23

[
(M2

U )LR
]
13

M4
2

l
(
xQ2 , x

u
2

)
,

Cu3 =
(α2)2

16
√

2GFM2
W

(
1− 4

3
sin2 θW

) [
(M2

U )LR
]∗
23

[
(M2

U )LR
]
13

M4
2

l
(
xQ2 , x

u
2

)
,

Cd3 = − (α2)2

16
√

2GFM2
W

(
1− 2

3
sin2 θW

) [
(M2

U )LR
]∗
23

[
(M2

U )LR
]
13

M4
2

l
(
xQ2 , x

u
2

)
,

Cq2,4 = C̃q1,2,3,4 = 0. (B.2)

B.1.3 |∆S| = 1 chromomagnetic dipole contribution

The Wilson coefficients of the chromomagnetic dipole contributions to ε′K/εK are

C−g =
αsπ

3

m̃2
Qµms

M5
3

(
δLLd

)
12

tanβ

1 + εg tanβ

[
I
(
xQ3 , x

d
3

)
+ 9J

(
xQ3 , x

d
3

)]
− αsπ

3

m̃2
dµms

M5
3

(
δRRd

)
12

tanβ

1 + εg tanβ

[
I
(
xd3, x

Q
3

)
+ 9J

(
xd3, x

Q
3

)]
+
αsπ

3

[
(M2

D)LR
]
12
−
[
(M2

D)LR
]∗
21

M3
3

[
K
(
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d
3

)
+ 9L

(
xQ3 , x

d
3

)]
− αsπ

3

ms

m̃2
Q

(
δLLd

)
12

[
M3

(
x3
Q

)
+ 9M4

(
x3
Q

)]
+
αsπ

3

ms

m̃2
d

(
δRRd

)
12

[
M3

(
x3
d

)
+ 9M4

(
x3
d

)]
. (B.3)

B.1.4 |∆S| = 2 gluino box contribution

The Wilson coefficients of the gluino box contributions to εK are

C1 = −(αs)
2

m̃2
Q

[(
δLLd

)
21

]2
g

(1)
1

(
x3
Q

)
, (B.4)

C4 = −(αs)
2

M2
3

[(
δLLd

)
21

(
δRRd

)
21

]
g

(1)
4

(
x3
Q, x

3
d

)
, (B.5)

C5 ' −
(αs)

2

M2
3

[(
δLLd

)
21

(
δRRd

)
21

]
g

(1)
5

(
x3
Q, x

3
d

)
, (B.6)

C̃1 = −(αs)
2

m̃2
d

[(
δRRd

)
21

]2
g

(1)
1

(
x3
d

)
, (B.7)

C2 = C3 = C̃2 = C̃3 = 0. (B.8)
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B.1.5 Sub-leading contributions to εK

The Wilson coefficients of the Wino and Higgsino contributions are

C1 = −αsα2

6m̃2
Q

[(
δLLd

)
21

]2
g

(1)
g̃w̃

(
x3
Q, x

2
Q

)
− (α2)2

8m̃2
Q

[(
δLLd

)
21

]2
g

(1)
w̃

(
x2
Q

)
− (α2)2

8m̃2
u

(VtsV
∗
td)

2 m4
t

M4
W

f1 (xµu) , (B.9)

C̃3 = −(α2)2

8
(VtsV

∗
td)

2 m2
s tan2 β

(1 + εg tanβ)2

m4
t

M4
W

µ2A2
t

m̃4
Qm̃

4
u

f3

(
xµQ, x

µ
u

)
, (B.10)

C2 = C3 = C4 = C5 = C̃1 = C̃2 = 0. (B.11)

Note that a tan4 β enhanced contribution to εK comes from the exchange of neutral Higgses,
which is discarded because of (δd)23 (δd)31 = 0 in our analyses. For the Wilson coefficient,

C2 ' C̃2 ' 0, (B.12)

C4 ' −
8(αs)

2α2

9π

m2
b

M2
W

tan4 β

(1 + εg tanβ)2[1 + (εg + εY y2
t ) tanβ]2

µ2M2
3

M2
Am̃

2
Qm̃

2
d

×
[(
δLLd

)
23

(
δLLd

)
31

(
δRRd

)
23

(
δRRd

)
31

]
H
(
x3
Q, x

d
Q

)
H
(
x3
d, x

Q
d

)
, (B.13)

C1 = C3 = C5 = C̃1 = C̃3 = 0, (B.14)

where the approximation in eq. (5.35) is used, and the loop function H(x, y) is given in eq. (B.18).
Note that the CP -even and CP -odd Higgs contributions to C2 (C̃2) are canceled out by each
other.

B.2 Loop functions

B.2.1 K0 → µ+µ−

The loop functions l(x, y), F (x, y), G(x, y), and H(x, y) are given by

l(x, y) = −
[
x2 + (x− 2)y

]
x lnx

(x− 1)2(x− y)3
+

[
y2 + (y − 2)x

]
y ln y

(y − 1)2(x− y)3
− x+ y − 2xy

(x− 1)(y − 1)(x− y)2
, (B.15)

F (x, y) =
x lnx

(x− 1)(x− y)
+

y ln y

(y − 1)(y − x)
, (B.16)

G(x, y) =
x lnx

(x− 1)2(x− y)
+

y ln y

(y − 1)2(y − x)
+

1

(x− 1)(y − 1)
, (B.17)

H(x, y) =
x lnx

(x− 1)2(x− y)2
+

(x+ xy − 2y2) ln y

(y − 1)3(x− y)2
− 2x− y − 1

(x− 1)(y − 1)2(x− y)
, (B.18)

where l(1, 1) = −1/12, F (1, 1) = 1/2, G(1, 1) = −1/6, and H(1, 1) = 1/12.
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B.2.2 ∆F = 1 Processes

h7(x) = − 5x2 − 3x

12(1− x)2
− 3x2 − 2x

6(1− x)3
log x (B.19)

f
(2)
7 (x) = − 13− 7x

24(1− x)3
− 3 + 2x− 2x2

12(1− x)4
log x (B.20)

f
(1)
7 (x, y) =

2

x− y (f2
7 (x)− f2

7 (y)) (B.21)

g
(1)
7 (x) = −2(1 + 5x)

9(1− x)3
− 4x(2 + x)

9(1− x)4
log x (B.22)

g
(2)
7 (x) = −2(1 + 10x+ x2)

9(1− x)4
− 4x(1 + x)

3(1− x)5
log x (B.23)

B.2.3 ε′K/εK

B.2.3.1 |∆S| = 1 gluino box contributions

The loop functions f(x, y) and g(x, y) [188] are

f(x, y) =
x[2x2 − (x+ 1)y] lnx

(x− 1)3(x− y)2
− xy ln y

(y − 1)2(x− y)2
+

x(x+ 1− 2y)

(x− 1)2(y − 1)(x− y)
, (B.24)

g(x, y) = −x
2[x(x+ 1)− 2y] lnx

(x− 1)3(x− y)2
+

xy2 ln y

(y − 1)2(x− y)2
+

x[−2x+ (x+ 1)y]

(x− 1)2(y − 1)(x− y)
, (B.25)

which lead to

f(x, x) = −1 + 4x− 5x2 + 2x(2 + x) lnx

2(x− 1)4
=

1

x
B2

(
1

x

)
, (B.26)

g(x, x) =
x
[
5− 4x− x2 + 2(1 + 2x) lnx

]
2(x− 1)4

= −4

x
B1

(
1

x

)
. (B.27)

The loop functions B1,2(x) are consistent with ref. [199] for the universal squark masses case.
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B.2.3.2 Chromomagnetic-dipole operator

The loop functions I(x, y), J(x, y), K(x, y), L(x, y), M3(x), and M4(x) are given by

I(x, y) =
(3x2 − y − 2xy) lnx

(x− 1)4(x− y)2
− y ln y

(y − 1)3(x− y)2

+
−2 + (−5 + x)x+ 9y + (2 + x)xy − (5 + x)y2

2(x− y)(x− 1)3(y − 1)2
, (B.28)

J(x, y) = −x[(1 + 2x)x− (2 + x)y] lnx

(x− 1)4(x− y)2
+

y2 ln y

(y − 1)3(x− y)2

+
(5 + x)x− 3y(1 + x)2 + (1 + 5x)y2

2(x− 1)3(y − 1)2(x− y)
, (B.29)

K(x, y) =
x lnx

(x− y)(x− 1)3
+

y ln y

(y − x)(y − 1)3
+

xy + x+ y − 3

2(x− 1)2(y − 1)2
, (B.30)

L(x, y) = − x2 lnx

(x− y)(x− 1)3
− y2 ln y

(y − x)(y − 1)3
+

1 + x+ y − 3xy

2(x− 1)2(y − 1)2
, (B.31)

M3(x) =
−1 + 9x+ 9x2 − 17x3 + 6x2(3 + x) lnx

12(x− 1)5
, (B.32)

M4(x) =
−1− 9x+ 9x2 + x3 − 6x(1 + x) lnx

6(x− 1)5
, (B.33)

which lead to

K(x, x) =
−5 + 4x+ x2 − 2(1 + 2x) lnx

2(x− 1)4
=

1

x2
M1

(
1

x

)
, (B.34)

L(x, x) =
1 + 4x− 5x2 + 2x(2 + x) lnx

2(x− 1)4
= −1

x
B2

(
1

x

)
. (B.35)

The above M1,3,4(x) are consistent with ref. [199] in the universal squark masses case.1

1 It was found that in eq. (14) of ref. [199], M2(x) = −xB2(x) should be replaced by M2(x) =
−B2(x)/x, which has been pointed out in ref. [321].
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B.2.4 εK

B.2.4.1 |∆S| = 2 gluino box contributions

The loop functions g
(1)
1 (x), g

(1)
4 (x, y), and g

(1)
5 (x, y) are given by

g
(1)
1 (x) = −11 + 144x+ 27x2 − 2x3

108(1− x)4
− x(13 + 17x)

18(1− x)5
lnx, (B.36)

g
(1)
4 (x, y) = − x2y lnx

3(x− y)3(1− x)3

{
x2(5 + 7x) + y [2 + 7(x− 3)x]

}
− y2x ln y
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}
+
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(
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)
,

(B.37)

g
(1)
5 (x, y) = − x2y lnx

9(x− y)3(1− x)3

[
x2(11 + x) + (x− 5)(x+ 2)y

]
− y2x ln y
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]
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(
5x+ 5y + 7x2 + 7y2 − 32xy + 3x2y + 3xy2 + 2x2y2

)
.

(B.38)
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B.2.4.2 Wino and Higgsino contributions

The loop functions g
(1)
g̃w̃ , g

(1)
w̃ (x), f1(x) and f3(x, y) are given by

g
(1)
g̃w̃ (x, y) = −√xy

[
x lnx

(x− y)(1− x)4
+

y ln y

(y − x)(1− y)4

+
11− 7(x+ y) + 2(x2 + y2)− 10xy + 5xy(x+ y)− x2y2

6(1− x)3(1− y)3

]
− x2 lnx

2(x− y)(1− x)4
− y2 ln y

2(y − x)(1− y)4

− 2 + 5(x+ y)− (x2 + y2)− 22xy + 5xy(x+ y) + 2x2y2

12(1− x)3(1− y)3
, (B.39)

g
(1)
w̃ (x) =

−5− 67x− 13x2 + x3

12(1− x)4
− x(3 + 4x)

(1− x)5
lnx, (B.40)

f1(x) = − x+ 1

4(1− x)2
− x

2(1− x)3
lnx, (B.41)

f3(x, y) = −x
2[x(1 + x+ y)− 3y]

(x− y)3(1− x)3
lnx− y2[y(1 + x+ y)− 3x]

(y − x)3(1− y)3
ln y

− 2
x2 + y2 − xy − x2y − xy2 + x2y2

(1− x)2(1− y)2(x− y)2
, (B.42)

f3(x) =
x2 − 8x− 17

6(1− x)4
− 3x+ 1

(1− x)5
lnx, (B.43)

where lim
y→x

f3(x, y) = f3(x).2

2 It was found that in eq. (A.15) in ref. [162], f3(x) = (x2−6x−17)/[6(1−x)4]− (3x+1) lnx/(1−x)5

should be replaced by eq. (B.43).
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Appendix C

φs experimental

Table C.1: MC samples used in the analysis. SXX indicates the stripping version that
is used to flag the events. DecProdCut means that all the daughters are required to
be within LHCb acceptance. BcVegPy means that the generator was configured for the
hadronic production of B+

c (gg → B
+[∗]
c + b+ c).

Event type Decay mode Options Year Events
Signal modes

13144004 B0
s → J/ψφ Update2012,dG=0,DecProdCut,S24 2015 4M

13144004 B0
s → J/ψφ Update2012,dG=0,DecProdCut,S26 2016 25M

13144011 B0
s → J/ψφ Update2016,DecProdCut,S24 2015 4M

13144011 B0
s → J/ψφ Update2016,DecProdCut,S26 2016 20M

13144011 B0
s → J/ψφ Update2012,DecProdCut,S28 2016 10M

13144041 B0
s → J/ψK+K− DecProdCut,S26 2016 7M

13100004 B0
s → J/ψK+K− DecProdCut,S28 2016 20M

Backgrounds
15144001 Λ0

b → J/ψpK− PHSP,DecProdCut,S24 2015 15M
15144001 Λ0

b → J/ψpK− PHSP,DecProdCut,S26 2016 10M
24142001 Inclusive Jpsi DecProdCut,S24 2015 2M
24142001 Inclusive Jpsi DecProdCut,S26 2016 43M

Control samples
11144001 B0 → J/ψK∗0 Update2016,DecProdCut,S24 2015 10M
11144001 B0 → J/ψK∗0 Update2016,DecProdCut,S26 2016 15M
12143001 B+ → J/ψK+ Update2016,DecProdCut,S24 2015 10M
12143001 B+ → J/ψK+ Update2016,DecProdCut,S26 2016 14M
14135000 B+

c → B0
s (→ J/ψφ)π+ BcVegPy,DecProdCut,S20 2012 2M

24142001 Inclusive Jpsi DecProdCut,S24 2015 2M
24142001 Inclusive Jpsi DecProdCut,S26 2016 43M

Generator Level
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Appendix D

Coverage of the uncertainty with the
sFit

Figures below show the distributions of the parameters from the fit together with their corre-
sponding pull distributions, obtained when performing the bootstrapping test, for both simula-
tion (Figures D.2 and D.1) and data (Figures D.5, D.6, D.3 and D.4).
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Figure D.1: Distributions of the fit parameters using bootstrapping (MC).
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Figure D.2: Pull distributions of the fit parameters using bootstrapping (MC). Pulls are
computed relative to MC generation values.
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Figure D.3: Distributions of the fit parameters using bootstrapping (data).
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Figure D.4: Distributions of the fit parameters using bootstrapping (data).
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Figure D.5: Pull distributions of the fit parameters using bootstrapping (data). Pulls are
computed relative to data central values.
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Figure D.6: Pull distributions of the fit parameters using bootstrapping (data). Pulls are
computed relative to data central values.
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Appendix E

2D Projections (φs MultiNest)

Figures below show the 2D projections of the scan values obtained with MultiNest.
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Appendix F

MasterCode observables

F.1 Mass Spectrum

The electroweak symmetry breaking of the MSSM leads to 4 physical Higgs particles: a CP -odd
scalar (A), two CP -even neutral scalars (h0 and H0) and two charged scalars (H±), with masses
given by

M2
A = |µ|2 +m2

Hu +m2
Hd

M2
h0,H0 =

1

2

[
M2
A +M2

Z ∓
√

(M2
A +M2

Z)2 − 4M2
ZM

2
A cos 2β2

]
M2
H± = M2

A +M2
W

(F.1)

As for the neutralinos, its mass matrix is given by

Y =


M1 0 −cβsWMZ sβsWMZ

0 M2 cβcWMZ −sβcWMZ

−cβsWMZ cβcWMZ 0 −µ
sβsWMZ −sβcWMZ −µ 0

 (F.2)

where sβ = sinβ, cβ = cosβ, cW = cosW , sW = sinW . The four neutralino masses are obtained
diagonalising F.2, NYN−1 = diag(mχ̃0

1
,mχ̃0

2
,mχ̃0

3
,mχ̃0

4
), where mχ̃0

1
< mχ̃0

2
< mχ̃0

3
< mχ̃0

4
.

In the case of the charginos, its mass matrix is:

X =

(
M2

√
2sβMW√

2cβMW µ

)
(F.3)

It is diagonalised by two unitary matrices, U, V as U∗XV−1 = diag(mχ̃±1
,mχ̃±2

), where

m2
χ̃±1
,m2

χ̃±2
=

1

2

{
|M2|2 + |µ|2 +M2

W ∓
√

(|M2|2 + |µ|2 + 2M2
W )2 − 4|µM2 −MW sin 2β|2

}
(F.4)

For the sfermion, the mass terms are given in the MSSM Lagrangian by [275]:

L = −1

2
(f̃ †L, f̃

†
R)

(
M2
L +m2

f mfX
∗
f

mfXf M2
R +m2

f

)(
f̃L
f̃R

)
(F.5)
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where

M2
L = M2

F̃
+M2

Z cos 2β(If3 −Qfs2
W ),

M2
R = M2

F̃ ′
+M2

Z cos 2βQfs
2
W ,

Xf = Af − µ ∗ cotβ, tanβ

(F.6)

cotβ and If3 = 1
2 (tanβ and If3 = −1

2) correspond to up-type squarks (down-type squarks
and sleptons) and MF̃ ,F̃ ′ denote the left-handed and right-handed soft SUSY breaking mass
parameters respecitvely, and Qf is the electromagnetic charge. The sfermion mass eigenstate
can be obtained with unitary matrix, Uf̃ , giving the eigenvalues:

m2
f̃1,2

= m2
f +

1

2

[
(M2

L −M2
R)2 + 4m2

f |Xf |2
]

(F.7)

F.2 Dark Matter Relic Density

The cosmological dark matter density is one of two most important dark matter constraints. Its
value is measured by Planck to be ΩCDMh

2 = 0.1186 ± 0.0022EXP ± 0.0024TH [271, 272, 301],
where h is he reduced Hubble constant.Assuming the neutralino to be the supersymmetric
DM candidate and the only responsible for the DM relic density, different (co)annihilation
mechanisms are suggested to bring the obtained density into the observed range. Some of these
mechanisms (hereafter, DM mechanisms) are:

1. Bulk region: in the case where the neutralino is mostly Bino-like and at least one of the
sfermions is not too heavy, the neutralino annihilates to a pair of SM particles (e.g., a pair
of fermions) via t-channel exchange of a sfermion.

2. Sfermion coannihilation: it takes place when sfermions have nearly degenerate masses and
the LSP is mostly Bino-like. The condition for stau and stop coannihilation (f̃) is:(

mf̃

mχ̃0
1

− 1

)
< 0.15 (F.8)

3. A/H, h and Z Funnels: in this mechanism, the neutralino is mostly Bino-like and∣∣∣∣MA,H,h

m
χ̃0

1

− 2

∣∣∣∣ < 0.1

4. Chargino coannihilation: fulfilled when the lightest chargino and neutralino are nearly

degenerate:

(
m
χ̃±1

m
χ̃0

1

− 2

)
< 0.25, being the LSP either Higgsino-like (with very heavy

neutralinos) or Bino-like.

5. Focus-point region: fulfilled when the LSP has an enhanced Higgsino component as a

result of a near-degeneracy in the neutralino mass matrix,

(
µ

m
χ̃0

1

− 1 < 0.3

)
.

6. Hybrid regions: where more than one of the aforementioned DM mechanism dominate.
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F.3 Neutralino Scattering off Nuclei

One of the most powerful ways in which to search for DM is to look for its scattering on nuclei in
low-background underground experiments, both in direct (XENON1T [318], LUX [303], PandaX-
II [302] ...) and indirect (IceCube [322], PICO [323]) dark matter detection experiments, that
include searches for γ-rays, neutrinos, positrons or antiprotons from DM annihilations near
the Galactic Center, Galactic Halo and in dwarf galaxies, and for highly energetic neutrinos
produced by the annihilations of DM particles inside the Sun or Earth. In both cases, the
signals are proportional to the local density of dark matter and the χ-nucleon cross-section.
Within MSSM, four observables can contribute to this scattering: the spin-independent and
dependent cross sections of neutralinos on protons and nucleons. These contributions appear in
non velocity dependent part of the MSSM Lagrangian that addresses the χ-nucleon scattering:

L = α2iχ̄γ
µγ5q̄iγµγ

5qi + α3iχ̄χq̄iqi (F.9)

where the coefficients sum over the quark generations, denoting i up-type (i = 1) and down-type
(i = 2) quarks. The first term is spin-dependent, while the second part is spin-dependent. The
cross-sections for these two parts are obtained from α3i and α2i, respectively.

F.3.1 Spin-Independent Term

The scalar or spin-independent (SI) part of the cross-section can be written in the zero-
momentum-transfer limit as [287]

σSI =
4m2

r

π
[Zfp + (A− Z)fn]2 (F.10)

where mr is the χ-nuclear reduced mass, Z the atomic number, A the atomic weight, and for
N = n or p

fN
mN

=
∑

q=u,d,s

f
(N)
Tq

α3q

mq
+

2

27
f

(N)
TG

∑
q=c,b,t

α3q

mq
(F.11)

and
mNf

(N)
Tq
≡ 〈N |mq q̄q〉 ≡ mqB

(N)
q , f

(N)
TG = 1−

∑
q=u,d,s

f
(N)
Tq

(F.12)

The π-nucleon sigma term, Σπn, may be written as

Σπn ≡
1

2
(mu +md)× (B(N)

u +B
(N)
d ) (F.13)

It is related to the strange scalar density in the nucleon, y, by

y = 1− σ0/ΣπN (F.14)

F.3.2 Spin-Dependent Term

The scalar or spin-dependent (SD) part of the cross-section can be written in the zero-
momentum-transfer limit as [287]

σSD =
32

π
G2
Fm

2
rΛ

2J(J + 1) (F.15)
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where J is the spin of the nucleus and

Λ ≡ 1

J
(ap 〈Sp〉+ an 〈Sn〉) (F.16)

and
ap =

∑
q

α2q√
2Gf

∆(p)
q , an =

∑
i

α2q√
2Gf

∆(n)
q (F.17)

The factors ∆
(N)
q parametrize the quark spin contennt of the nucleon and are only significant

for the light (u,d,s) quarks [287].
The biggest uncertainty in spin-independent scattering is due to the poor knowledge of the

〈N |qq̄|N〉 matrix elements linked to the π-nucleon σ term, ΣπN , followed by uncertainties in
the SU(3) octet symmetry-breaking contribution to the nucleon mass, σ0. The treatment of
the spin-independent nuclear scattering matrix element within MasterCode is performed with
SSARD.

Given the expressions in F.10 and F.15, experiments with heavy elements such as Ge and
Xe are more sensitive to σSI (proportional to Z2) than to σSD. The SD cross sections are on the
other hand nearly independent on the quark masses [287].

F.4 Anomalous Magnetic Moment of the Muon

The magnetic moment for a given lepton, l, is related to its intrinsic spin, ~S, through the Dirac
equation:

~M = gl
e

2ml

~S (F.18)

Where ml is the lepton mass and gl is the gyromagnetic ratio. Quantum loop effects to the
Dirac prediction are parameterized by the anomalous magnetic moment

al ≡
gl − 2

2
(F.19)

While for the electron this quantity is the most precisely measured [324–326] and calculated [59]
quantity in Nature, this is not the case for the muon. For this particle, gµ = 2, while

aSM
µ = aQED

µ + aEW
µ + aHad

µ (F.20)

where photonic and leptonic contributions are embedded inside aQED
µ , W±, Z or Higgs loops are

accounted for in aEW
µ and aHad

µ contain hadronic (quark and gluon) loop contributions:

aQED
µ = 116584718.95(0.08)× 10−11 (F.21)

where the main contribution to the uncertainty comes from the fine structure constant, α [327]

aEW
µ = aEW

µ [1− loop] + aEW
µ [2− loop] = 153.6(1.0)× 10−11 (F.22)

and
aHad
µ [LO] = 6931(33)(7)× 10−11, aHad

µ [N(N)LO] = 19(26)× 10−11 (F.23)
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where the error is dominated by systematic uncertainties and perturbative QCD for Lead-
ing Order (LO), and by hadronic light-by-light uncertainty in (Next-to-)Next-Leading Order
(N(N)NLO). Summing all these contributions give rise to the SM prediction:

aSM
µ = 116591823(1)(34)(26)× 10−11 (F.24)

being the errors due to the electroeak, lowest-order hadronic and higher-order hadronic contri-
butions, respectively. As it can be seen, the hadronic contribution to the anomalous magnetic
moment dominates the uncertainty. The most precise measurement of this quantity has been
made studying the precession of µ+ and µ− in a constant external magnetic field inside a confin-
ing storage ring by the E821 experiment at Brookhaven National Lab (BNL), yielding [327–331]:

aexp
µ = 11659209.1(5.4)(3.3)× 10−10 (F.25)

where the first error is statistic and the second systematic. Therefore

∆aµ = aexp
µ − aSM

µ = 268(63)(43)× 10−11 (F.26)

where the first error is experimental and the second theoretical. Hence, there is a 3.5σ discrep-
ancy between the experimental and SM results. Possible explanations for such difference arise
in a Supersymmetric scenario, where there is an additional contribution:

aSUSY
µ ' ±130× 10−11

(
100GeV

mΛ

)2

tanβ (F.27)

An alternative scenario that can give explanation to this disagreement is that with a dark
photon [332], a relatively light vector boson from the dark matter sector that couples to the SM
sector through mixing with the ordinary photon.

F.5 Electroweak Precision Observables

Electroweak precision observables (henceforth, EWPO), are known with high accuracy. There-
fore, they serve as useful constraints in NP models. The EWPO that are used within the
MasterCode framework are the following:
Inclusive Quantities: Cross-Sections and Partial Widths:

• Z mass, MZ

• Total decay width, ΓZ

• Hadronic pole cross-section σ0
had ≡ 12π

M2
Z

ΓeeΓhad

Γ2
Z

• Ratio of hadronic to leptonic decay R0
l ≡ Γhad/Γll

• Ratio of partial decay width into qq̄ (q = b, c) to the total hadronic width R0
q = Γqq̄/Γrmhad

Asymmetries and Effective Fermionic Weak Mixing Angle:

• Asymmetry parameters, Af ≡ 2 Re(gVf7gAf)
1+Re(gVf/gAf)2 , where gV f and gAf are the effective vector

and axial couplings
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• Forward backward asymmetries, A0,f
FB = 3

4AeAf

• Effective fermionic weak mixing angle, sin θfeff

2

Observables with the superscript 0 are pseudo-observables, derived from measured quantities to
facilitate the theoretical interpretation.

F.6 Flavour Physics Observables

Flavour Physics Observables (hereafter, FPO) are also included within the MasterCode frame-
work, as their observables are also affected by NP. The B-meson decays Bs,d → µ+µ−, B → Xsγ,
B → τν, B → Xsll, the K-mesond decays K → µν, K → πνν̄, observables related to B − B̄
mixing ∆MBs ,

∆M
EXP/SM
Bs

∆M
EXP/SM
Bd

and ∆εK are included.
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Appendix G

φs phenomenological studies

G.1 B(B0
s → µ+µ−) and B(B0

d → µ+µ−)

B(B0
s,d → µ+µ−) = τBs,BdΓ(B0

s,d → µ+µ−) = τBs,Bd
fB

2
s,dMB

3
s,dβµ

16π

(
|ABs,Bd |2 + β2

µ|BBs,Bd |2
)
,

(G.1)

where

βµ =

√
1−

4m2
µ

MB
2
s,d

. (G.2)

and

ABs,Bd =
msMBs

ms,d +mb
Im(CP − C̃P ) +

2mµ

MBs

Im(CA − C̃A), (G.3)

BBs,Bd =
2G2

FM
2
Wmµ

π2MBs

Bµ
Sγγ −

msMK

ms,d +mb
Re(CS − C̃S), (G.4)

CP = −CS , C̃P = C̃S (G.5)

G.1.1 B(B0
s → µ+µ−)

Within the SM, the Wilson coefficients are,

CA,SM = − [α2(MZ)]2

2M2
W

(V ∗tsVtbYt + V ∗csVcbYc) , (G.6)

C̃A,SM = CS,SM = C̃S,SM = CP,SM = C̃P,SM ' 0, (G.7)

where Yt = 0.963 and Yc = 3.243× 10−4.
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C̃S = −2

3

αsα2mµ

M2
W

µM3

M2
Am̃

2
d

(δRRd )32
tanβ3

(1 + εg tanβ)2(1 + εl tanβ)
G(x3

d, x
Q
d ) (G.8)

CS =− 2

3

αsα2mµ

M2
W

µM3

M2
Am̃

2
Q

(
δLLd

)
32

tan3 β

(1 + εg tanβ)2(1 + ε` tanβ)
G
(
x3
Q, x

d
Q

)
+

(α2)2mµm
2
t

8M4
W

µAt
M2
Am̃

2
Q

V ∗tsVtb
tan3 β[1 + (εg + εY y

2
t ) tanβ]2

(1 + εg tanβ)4(1 + ε` tanβ)
F
(
xµQ, x

u
Q

)
+

(α2)2mµ

4M2
W

µM2

M2
Am̃

2
Q

(
δLLu

)
32

tan3 β

(1 + εg tanβ)2(1 + ε` tanβ)
G
(
x2
Q, x

µ
Q

)
, (G.9)

with

εg =
2αs
3π

µM3

m̃2
Q

F
(
x3
Q, x

d
Q

)
, (G.10)

εY =
1

16π

µAt
m̃2
Q

F
(
xµQ, x

u
Q

)
, (G.11)

ε` ' −
3α2

16π
, (G.12)

where x3
d = M2

3 /m̃
2
d, x

Q
d = m̃2

Q/m̃
2
d, x

3
Q = M2

3 /m̃
2
Q, xdQ = m̃2

d/m̃
2
Q, xµQ = µ2/m̃2

Q, xuQ = m̃2
u/m̃

2
Q,

x2
Q = M2

2 /m̃
2
Q, and xµQ = µ2/m̃2

Q.

G.1.2 B(B0
d → µ+µ−)

Within the SM, the Wilson coefficients are,

CA,SM = − [α2(MZ)]2

2M2
W

(V ∗tdVtbYt + V ∗cdVcbYc) , (G.13)

C̃A,SM = CS,SM = C̃S,SM = CP,SM = C̃P,SM ' 0, (G.14)

where Yt = 0.963 and Yc = 3.243× 10−4.

C̃S = −2

3

αsα2mµ

M2
W

µM3

M2
Am̃

2
d

(δRRd )31
tanβ3

(1 + εg tanβ)2(1 + εl tanβ)
G(x3

d, x
Q
d ) (G.15)

CS =− 2

3

αsα2mµ

M2
W

µM3

M2
Am̃

2
Q

(
δLLd

)
31

tan3 β

(1 + εg tanβ)2(1 + ε` tanβ)
G
(
x3
Q, x

d
Q

)
+

(α2)2mµm
2
t

8M4
W

µAt
M2
Am̃

2
Q

V ∗tdVtb
tan3 β[1 + (εg + εY y

2
t ) tanβ]2

(1 + εg tanβ)4(1 + ε` tanβ)
F
(
xµQ, x

u
Q

)
+

(α2)2mµ

4M2
W

µM2

M2
Am̃

2
Q

(
δLLu

)
31

tan3 β

(1 + εg tanβ)2(1 + ε` tanβ)
G
(
x2
Q, x

µ
Q

)
, (G.16)
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G.2 Wilson coefficients

G.2.1 ∆F = 1 Processes

ε =
2αsµMg̃F (x3

Q, x
d
Q)

3πm̃2
Q

(G.17)

(G.18)

where

x3
Q =

M2
g̃

m̃2
Q

, xdQ =
m̃2
d

m̃2
d

(G.19)

CNP
7 = CH

±
7,8 + Cχ

±

7,8 + C g̃7,8 (G.20)

CH
±

7,8 '
(

1− ε tanβ

1 + ε tanβ

1

2
h7,8(yt)

)
, yt = m2

t /M
2
H± (G.21)

4GF√
2
Cχ
±

7,8 '
g2

2

m̃2

[
(δLLu )32

VtbV
∗
ts

µM2

m̃2
f

(1)
7,8 (x2, xµ) +

m2
t

M2
W

Atµ

m̃2
f

(2)
7,8 (xµ)

]
tanβ

(1 + ε tanβ)
x2 =

|M2|
m̃2

, xµ =
|µ|
m̃2

(G.22)

4GF√
2
C g̃7,8 '

g2
s

m̃2

[
Mg̃

mb

(δRLd )32

VtbV
∗
ts

g
(1)
7,8(xg) +

Mg̃µ

m̃2

tanβ

(1 + ε tanβ)

(δLLd )32

VtbV
∗
ts

g
(2)
7,8(xg)

]
, xg =

M2
g̃

m̃2
(G.23)

4GF√
2
C̃ g̃7,8 '

g2
s

m̃2

[
Mg̃

mb

(δLRd )32

VtbV
∗
ts

g
(2)
7,8(xg) +

Mg̃µ
∗

m̃2

tanβ

(1 + ε tanβ)

(δRRd )32

VtbV
∗
ts

g
(3)
7,8(xg)

]
, xg =

M2
g̃

m̃2
(G.24)

G.2.2 ∆F = 2 Processes

G.2.2.1 Gluino contributions

C1
g̃ =− α2

s

m̃2
Q

g1(xLg )(δLLd )23(δLLd )23

− 1

6
α2αsg

(1)
g̃w (xLg , x2L)

1

m̃2
Q

(δLLd )23(δLLd )23

− 1

8
α2
sg

(1)
w̃ (x2L)

1

m̃2
Q

(δLLd )23(δLLd )23

,xLg =
M2
g̃

m̃2
Q

, x2L =
M2

2

m̃2
Q

(G.25)
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C4
g̃ = − α2

s

M2
g̃

g4(xLg , x
R
g )(δLLd )23(δRRd )23, x

L
g =

M2
g̃

m̃2
Q

, xRg =
M2
g̃

m̃2
d

(G.26)

C5
g̃ = − α2

s

M2
g̃

g5(xLg , x
R
g )(δLLd )23(δRRd )23, x

L
g =

M2
g̃

m̃2
Q

, xRg =
M2
g̃

m̃2
d

(G.27)

C̃1
g̃ = − α

2
s

m̃2
u

g1(xRg )(δRRd )23(δRRd )23, x
R
g =

M2
g̃

m̃2
d

(G.28)

C2
g̃ = C3

g̃ = C̃2
g̃ = C̃3

g̃ = 0 (G.29)

G.2.2.2 Chargino contributions

C1
χ̃ = −α2

2m
4
t f1(µ2/m̃2

d)
1

8m̃2
uM

4
W

(VtbV
∗
ts)

2 (G.30)

C̃3
χ̃ = −1

8
A2
tα

2
2f3(

µ2

m̃2
Q

,
µ2

m̃2
d

)m4
tµ

2 tanβ2 1

m̃4
Qm̃

4
u(1 + ε tanβ)

(VtbV
∗
ts)

2

(mb +ms)2
(G.31)

where

ε = 2αsµMg̃F (xLg ,
m̃2
d

m̃2
Q

)
1

3πm̃2
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(G.32)

C2
χ̃ = C3
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χ̃ = C̃1
χ̃ = C̃2

χ̃ (G.33)

G.2.2.3 Double Higgs penguin contribution
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with

εg =
2αs
3π
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m̃2
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F (x3
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1
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yt =
m2
t

M2
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(G.38)
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C1
H = C3

H = C5
H = C̃1

H = C̃3
H (G.40)

G.2.3 Electric Dipole Moments

G.2.3.1 Gluino/squark contribution{
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e
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where
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where k = 2, 3, Au2,u3 = Ac,t.

G.2.3.2 Charged Higgs contribution{
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G.3 Loop functions

G.3.1 Loop functions for Electric Dipole Moments
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G.3.2 ∆F = 1 Processes
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G.3.3 ∆F = 2 Processes

|∆S| = 2 gluino box contributions
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G.3.3.1 Wino and Higgsino contributions

The loop functions g
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G.3.4 Chargino and double Higgs penguin contribution
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cosmic-ray antiprotons, arXiv:1711.05274.

[208] J. Hisano et al., Non-perturbative effect on thermal relic abundance of dark matter, Phys.
Lett. B646 (2007) 34, arXiv:hep-ph/0610249.

[209] M. Ibe, S. Matsumoto, and R. Sato, Mass Splitting between Charged and Neutral Winos
at Two-Loop Level, Phys. Lett. B721 (2013) 252, arXiv:1212.5989.

[210] M. Bauer, S. Casagrande, U. Haisch, and M. Neubert, Flavor Physics in the Randall-
Sundrum Model: II. Tree-Level Weak-Interaction Processes, JHEP 09 (2010) 017,
arXiv:0912.1625.

[211] G. D’Ambrosio, G. Ecker, G. Isidori, and J. Portoles, The Decays K → πl+l− beyond
leading order in the chiral expansion, JHEP 08 (1998) 004, arXiv:hep-ph/9808289.

[212] G. Buchalla, G. D’Ambrosio, and G. Isidori, Extracting short distance physics from K(L,S)
—¿ pi0 e+ e- decays, Nucl. Phys. B672 (2003) 387, arXiv:hep-ph/0308008.

[213] NA48/1, J. R. Batley et al., Observation of the rare decay KS → π0µ+µ−, Phys. Lett.
B599 (2004) 197, arXiv:hep-ex/0409011.

[214] H. Voss, A. Hoecker, J. Stelzer, and F. Tegenfeldt, TMVA - Toolkit for Multivariate Data
Analysis, PoS ACAT (2007) 040.

[215] A. Hoecker et al., TMVA 4 — Toolkit for Multivariate Data Analysis. Users Guide.,
arXiv:physics/0703039.

[216] D. J. Lange, The evtgen particle decay simulation package, Nuclear Instruments and Meth-
ods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 462 (2001), no. 1-2 152, BEAUTY2000, Proceedings of the 7th Int. Conf. on
B-Physics at Hadron Machines.

289

http://dx.doi.org/10.1007/JHEP11(2016)001
http://arxiv.org/abs/1609.03334
http://dx.doi.org/10.1016/S0370-2693(97)00920-9
http://arxiv.org/abs/hep-ph/9707225
http://arxiv.org/abs/1706.01420
http://dx.doi.org/10.1109/TEVC.2006.872133
http://dx.doi.org/10.1109/TEVC.2006.872133
http://dx.doi.org/110.1051/0004-6361/201525830
http://dx.doi.org/110.1051/0004-6361/201525830
http://dx.doi.org/10.1140/epjc/s10052-015-3718-9
http://dx.doi.org/10.1140/epjc/s10052-015-3718-9
http://arxiv.org/abs/1508.01173
http://arxiv.org/abs/1711.05274
http://dx.doi.org/10.1016/j.physletb.2007.01.012
http://dx.doi.org/10.1016/j.physletb.2007.01.012
http://arxiv.org/abs/hep-ph/0610249
http://dx.doi.org/10.1016/j.physletb.2013.03.015
http://arxiv.org/abs/1212.5989
http://dx.doi.org/10.1007/JHEP09(2010)017
http://arxiv.org/abs/0912.1625
http://dx.doi.org/10.1088/1126-6708/1998/08/004
http://arxiv.org/abs/hep-ph/9808289
http://dx.doi.org/10.1016/j.nuclphysb.2003.09.010
http://arxiv.org/abs/hep-ph/0308008
http://dx.doi.org/10.1016/j.physletb.2004.08.058
http://dx.doi.org/10.1016/j.physletb.2004.08.058
http://arxiv.org/abs/hep-ex/0409011
http://dx.doi.org/10.22323/1.050.0040
http://arxiv.org/abs/physics/0703039
http://dx.doi.org/http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/http://dx.doi.org/10.1016/S0168-9002(01)00089-4


[217] M. Williams, Numerical Object Oriented Quantum Field Theory Calculations, Comput.
Phys. Commun. 180 (2009) 1847, arXiv:0805.2956.

[218] E. L. A. et al, Measurement of trigger efficiencies and biases, LHCb public note CERN-
LHCB-2008-073 (2008).

[219] R. Armenteros and J. Podolanski, Analysis of V-events, Phil. Mag. 45 (1954) 13.

[220] D. Martinez Santos, Study of the very rare decay Bs-¿mumu in LHCb, PhD thesis, Uni-
versidade de Santiago de Compostela, 2010, CERN-THESIS-2010-068.

[221] D. Mart́ınez Santos and F. Dupertuis, Mass distributions marginalized over per-event er-
rors, Nucl. Instrum. Meth. A764 (2014) 150, arXiv:1312.5000.

[222] J. Charles et al., Predictions of selected flavour observables within the Standard Model,
Phys. Rev. D84 (2011) 033005, arXiv:1106.4041.

[223] M. Kobayashi and T. Maskawa, CP violation in the renormalizable theory of weak inter-
action, Prog. Theor. Phys. 49 (1973) 652.

[224] N. Cabibbo, Unitary symmetry and leptonic decays, Phys. Rev. Lett. 10 (1963) 531.

[225] A. J. Buras, Flavour theory: 2009, PoS EPS-HEP2009 (2009) 024, arXiv:0910.1032.

[226] C.-W. Chiang et al., New physics in B0
s → J/ψφ: a general analysis, JHEP 04 (2010) 031,

arXiv:0910.2929.

[227] F. Feroz, M. P. Hobson, and M. Bridges, MultiNest: an efficient and robust Bayesian
inference tool for cosmology and particle physics, Mon. Not. Roy. Astron. Soc. 398 (2009)
1601, arXiv:0809.3437.

[228] Heavy Flavour Averaging Group, Y. Amhis et al. , Averages of b-hadron, c-hadron, and τ -
lepton properties as of summer 2017, arXiv:1612.07233, http://www.slac.stanford.
edu/xorg/hfag/osc/summer_2017/.

[229] X. Liu, W. Wang, and Y. Xie, Penguin Pollution in B → J/ψV Decays and Impact on
the Extraction of the Bs − B̄s mixing phase, arXiv:1309.0313.

[230] I. Belyaev et al., Handling of the generation of primary events in Gauss, the LHCb
simulation framework, Nuclear Science Symposium Conference Record (NSS/MIC) IEEE
(2010) 1155.

[231] D. J. Lange, The EvtGen particle decay simulation package, Nucl. Instrum. Meth. A462
(2001) 152.

[232] P. Golonka and Z. Was, PHOTOS Monte Carlo: a precision tool for QED corrections in
Z and W decays, Eur. Phys. J. C45 (2006) 97, arXiv:hep-ph/0506026.

[233] GEANT4 collaboration, S. Agostinelli et al., GEANT4: A simulation toolkit, Nucl. In-
strum. Meth. A506 (2003) 250.

290

http://dx.doi.org/10.1016/j.cpc.2009.05.017
http://dx.doi.org/10.1016/j.cpc.2009.05.017
http://arxiv.org/abs/0805.2956
https://cds.cern.ch/record/1152284/files/LHCb-2008-073.pdf
http://dx.doi.org/10.1080/14786440108520416
http://dx.doi.org/10.1016/j.nima.2014.06.081
http://arxiv.org/abs/1312.5000
http://dx.doi.org/10.1103/PhysRevD.84.033005
http://arxiv.org/abs/1106.4041
http://dx.doi.org/10.1103/PhysRevLett.10.531
http://arxiv.org/abs/0910.1032
http://dx.doi.org/10.1007/JHEP04(2010)031
http://arxiv.org/abs/0910.2929
http://dx.doi.org/10.1111/j.1365-2966.2009.14548.x
http://dx.doi.org/10.1111/j.1365-2966.2009.14548.x
http://arxiv.org/abs/0809.3437
http://arxiv.org/abs/1612.07233
http://www.slac.stanford.edu/xorg/hfag/osc/summer_2017/
http://www.slac.stanford.edu/xorg/hfag/osc/summer_2017/
http://arxiv.org/abs/1309.0313
http://dx.doi.org/10.1109/NSSMIC.2010.5873949
http://dx.doi.org/10.1109/NSSMIC.2010.5873949
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1140/epjc/s2005-02396-4
http://arxiv.org/abs/hep-ph/0506026
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1016/S0168-9002(03)01368-8


[234] GEANT4 collaboration, J. Allison et al., Geant4 developments and applications, IEEE
Trans. Nucl. Sci. 53 (2006) 270.

[235] M. Clemencic et al., The LHCb simulation application, Gauss: design, evolution and
experience, J. of Phys. : Conf. Ser. 331 (2011) 032023.

[236] L. Anderlini et al., The PIDCalib package, Tech. Rep. LHCb-PUB-2016-021. CERN-
LHCb-PUB-2016-021, CERN, Geneva, Jul, 2016.

[237] M. Pivk and F. R. Le Diberder, SPlot: A Statistical tool to unfold data distributions, Nucl.
Instrum. Meth. A555 (2005) 356, arXiv:physics/0402083.

[238] Y. Xie, Some physics and technical issues in analysis of the decay B0
s → J/ψK+K−,

LHCb-INT-2012-017.

[239] LHCb, R. Aaij et al., Resonances and CP violation in B0
s and B

0
s → J/ψK+K− decays

in the mass region above the φ(1020), JHEP 08 (2017) 037, arXiv:1704.08217.

[240] LHCb, R. Aaij et al., Measurement of resonant and CP components in B̄0
s → J/ψπ+π−

decays, Phys. Rev. D89 (2014), no. 9 092006, arXiv:1402.6248.
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